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Abstract

The subject of sustainability reporting is becoming increasingly important. In consequence of the implementation of the
Corporate Sustainability Reporting Directive, a substantial number of companies will be required to have their sustainability
reports audited beginning from financial year 2024. This paper examines the influence of external assurance on the quality
of those sustainability reports. Therefore, the reports of all DAX and MDAX companies for financial year 2022 are examined
using a novel textual analysis approach, to determine the individual report quality. The results demonstrate that there is
no statistically significant relationship between assurance level and the quality of sustainability reports. Conversely, it was
found that companies that are acting sustainable disclose a higher quantity of information and are more likely to demand
voluntary assurance of their reports. These findings offer insights into the implications of assurance on sustainability reporting.
Furthermore, the detailed overview of traditional and state-of-the-art textual analysis methods offers researchers a valuable

resource for identifying the most appropriate methods to address their individual research questions.
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1. Introduction

1.1. Motivation

Sustainability has been a topic of interest in business and
academic research for some time, but now more than ever.
The number of companies reporting on sustainability-related
issues is growing rapidly, as is the number of scientific pub-
lications (e.g. Amel-Zadeh and Serafeim, 2018, p. 87, Lu-
carelli et al., 2020, p. 5, Guidry and Patten, 2012, p. 81).
This is due to an intrinsic interest in sustainability on the part
of companies and their stakeholders (Tworzydlo et al., 2022,
p. 144), but also to regulatory requirements that have been
newly imposed and increasingly refined in recent years (H.
Christensen et al., 2021, pp. 1178-1179).

The Global Reporting Initiative (GRI) reporting frame-
work has emerged as the leading standard for sustainabil-
ity reporting. As an autonomous entity, the GRI has created
guidelines with input from stakeholders across the board, fos-
tering a reliable framework for reporting. Companies are not
required to adhere to these guidelines by national lawmak-
ers. Rather, they serve as a common ground for reporting.

DOI: https://doi.org/10.5282/jums/v10i1pp201-235

If adopted, the GRI standards enable standardized report-
ing and facilitate comparison between companies, regardless
of their size, sector, or country of operation (Christofi et al.,
2012, pp. 163-164).

However, there is more than just voluntary guidelines.
In fact, the Directive 2014/95/EU created by the European
Union (EU) requires companies to report non-financial infor-
mation. As a result, public interest entities with over 500 em-
ployees must comply with the Non-Financial Reporting Direc-
tive (NFRD). Starting in the 2017 fiscal year, these companies
are required to disclose information regarding environmen-
tal, social, and employee-related matters in their manage-
ment reports. The purpose of this requirement is to provide
stakeholders with a clear understanding of the current state
of development and position of companies in these areas (Eu-
ropean Union (EU), 2014, pp. 4-5, 8).

Not long after the NFRD took effect, the EU revised its
sustainability reporting guidelines through the implementa-
tion of Directive 2022/2464/EU, also known as the Corpo-
rate Sustainability Reporting Directive (CSRD). This directive
was introduced to address significant deficiencies in the pre-
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vious requirements, which lacked sufficient depth and scope,
and to consider issues such as data comparability and reli-
ability. However, one of the main drivers for change is the
limited number of reporting companies. The CSRD will make
sustainability reporting mandatory not only for public inter-
est entities but also small and medium-sized companies in
the future (European Union (EU), 2022, pp. 19-20).

In addition to the new reporting requirements and in-
creased coverage, the CSRD mandates an audit process.
Specifically, companies are required to undergo a limited
assurance review of their sustainability reports by an exter-
nal auditor. Under the NFRD, auditors only had to confirm
that the related information was published at all. Further-
more, Member States had the option to impose a substantive
audit requirement at the national level. The EU aims to
establish a consistent link between financial reporting and
sustainability reporting by requiring a substantive audit of
sustainability reporting conducted by an external auditor, as
financial reporting is already subject to a statutory audit. The
Commission also reserves the option to take a decision by
2028 to adjust the assurance level from limited assurance to
reasonable assurance (European Union (EU), 2022, pp. 34—
35; Velte, 2023, p. 4). The mandatory implementation of
sustainability report auditing has the potential to aid the EU
Commission’s objectives and enhance the general compliance
of sustainability reports with regulatory requirements. There
may be more benefits to consider, but the mandatory audit
could also create an additional burden. Similarly, elevating
the level of assurance from limited to reasonable could either
positively impact reporting or cause unnecessary expenses.

Sustainability reporting is not limited to the European
area. Of the world’s 250 largest companies by revenue
(G250), 96 % disclose sustainability information in the form
of reports (KPMG, 2022, p. 13). Only 38 of the G250 are
companies from EU members. China represents 30 % of
the G250 companies and is showing a positive trend to-
wards reporting on sustainability (KPMG, 2022, p. 18). The
majority of the remaining non-EU G250 are located in the
United States (69), Japan (26) and the United Kingdom (9)
(KPMG, 2022, p. 75). All of these states have extensive,
but varying, reporting requirements. On a global level, the
International Financial Reporting Standards (IFRS) Founda-
tion addresses the issue of sustainability through the imple-
mentation of new standards. In this manner, the standards
are designed to meet the needs of the stakeholders of re-
porting companies, such as customers, employees and in-
vestors or the natural environment, which can be considered
a stakeholder itself (Technical Readiness Working Group
(IFRS Foundation), 2021). Two first two exposure drafts
have already been issued. IFRS S1General Requirements for
Disclosure of Sustainability-related Financial Information is
intended to provide general requirements for the disclo-
sure of sustainability-related financial information. IFRS S2
Climate-related Disclosures covers the disclosure of climate-
related risks and opportunities. Both drafts relate to infor-
mation that is meaningful to the cash flows of companies
and thus to the valuation of those companies (International

Sustainability Standards Board, 2022a, 2022b).

With different accounting standards, some mandatory,
some voluntary, some national, some international, and with
different scope and materiality levels, sustainability report-
ing is highly diverse. Attempts for homogenization are con-
fronted with ongoing substantive and regulatory dynamics.
The implementation of the CSRD regulations could be a cru-
cial step towards improving and harmonizing the reporting
landscape.

1.2. Problem definition and objective

While the NFRD is currently in effect, the CSRD will find
application for the first companies as early as 2024 which
means it will impact the fiscal year of 2023 (European Union
(EU), 2022, p. 77). It is likely that the application of the
Directive will not fully achieve the desired results at first.
Similarly, even after the implementation of the NFRD, there
remained potential for further improvement (Busco et al.,
2022, p. 95), which is one of the reasons why the CSRD was
created. In the context of identified weaknesses of the NFRD,
the EU Commission directly mentions the role of the audit of
reporting and that this should ensure the reliability of the
reports (European Union (EU), 2022, p. 19). Additionally,
external audits may also increase compliance with the CSRD
and other regulations.

On the other hand, there are expenses associated with the
engagement of audit firms. The increased scope of the audit
beyond the financial reporting has a direct impact on the total
audit costs (Zaman et al., 2011, p. 190). At the same time,
a mandatory auditing requirement does not guarantee audit
quality. Previous studies have shown a variety of weaknesses
that can occur in the area of auditing (B. Christensen et al.,
2016, p. 1671).

The purpose of this paper is to investigate the extent to
which the audit of sustainability reports can improve the
quality of these reports, where quality is primarily expressed
in terms of the reports’ compliance with regulatory require-
ments.

Non-financial reporting is heterogeneous and thus pro-
vides numerous opportunities for academic research. Due to
its actuality, the domain still has some research gaps that can
be closed. Since non-financial reporting essentially consists
of qualitative reporting in text form, textual analysis meth-
ods are particularly helpful in filling these research gaps. This
thesis makes several contributions. First, it contributes to the
literature in the field of auditing, specifically the auditing of
non-financial reporting. This area of auditing, while not en-
tirely new, is considerably less investigated than the area of
financial reporting. Second, the thesis also contributes to the
literature on European financial reporting requirements. In
particular, it connects those two streams of literature. Third,
it offers a methodological contribution by providing an up-
to-date review of textual analysis methods. Finally, a contri-
bution is made by providing evidence on whether auditing
improves the quality of non-financial reporting. Stakehold-
ers and other recipients of non-financial reports can assess
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the value that auditing provides when making investment de-
cisions. The findings can also support the EU Commission’s
decision on future assurance level increases.

1.3. Procedure of the work

This thesis is organized as follows. Chapter 2 presents the
relevant theoretical background. First, it consists of the reg-
ulatory framework with a focus on European accounting, in
particular the EU taxonomy. Second, the established theories
of sustainability reporting and auditing in general are pre-
sented. The theoretical application of textual analysis, which
is the central instrument of this thesis, concludes the chapter
on the theoretical background.

The following chapters form the first of the two main
parts of this thesis. Chapter 3 discusses the relevant litera-
ture in the domains of finance and accounting, while Chap-
ter 4 presents the various methods of textual analysis in terms
of their functionality and applicability. These methods are
not only distinguished according to their field of applica-
tion, but also between traditional methods and state-of-the-
art methods, which utilize the recent technical developments
in machine learning and artificial intelligence. On the one
hand, the comprehensive presentation of all currently avail-
able methods forms the necessary groundwork for the second
part of this thesis. On the other hand, it offers a contribution
in itself, since it can assist the audience of this thesis in iden-
tifying appropriate methods for own research projects in the
field of textual analysis.

The second part of the thesis involves utilizing textual
analysis techniques to assess corporate non-financial report-
ing. For this purpose, Chapter 5 formulates three related hy-
potheses. Chapter 6 describes the methodology by discussing
the data set, the research design, and the processing of rel-
evant variables trough textual analysis. The results of the
analyses are presented in Chapter 7. Finally, Chapter 8 con-
cludes the thesis and discusses the limitations of the work.

2. Theoretical background

2.1. Development of the regulatory framework

The climate crisis is one of the greatest challenges of our
time. Its negative effects are already being experienced to-
day and will get worse as they become more difficult to mit-
igate in the future (United Nations, 2022). The majority of
United Nations member states are committed to addressing
the climate crisis through the Paris Agreement, which aims
to limit the increase in global temperature to a maximum of
two degrees Celsius above pre-industrial levels, raise overall
adaptation capabilities to the impacts of climate change, and
shift capital flows to a climate-friendly development (Euro-
pean Union (EU), 2016, p. 5). Europe is contributing through
the European Green Deal. This framework includes a pro-
gram of measures for the necessary transformation. The Eu-
ropean Commission has set the goal of making Europe the
first continent to become climate neutral by 2050 by reduc-
ing greenhouse gas emissions to net zero. The interim target

is a reduction of emissions by 55 % until 2030 compared to
1990 levels. The European Green Deal also covers issues such
as the sustainable use of consumer goods, with specifications
for producers to enable consumers to repair products more
easily and make them last longer so that the goods do not
have to be replaced. Other parts of the program cover the
fields of technology, mobility, food, energy and biodiversity,
and various other subjects (European Commission, 2019).

Corporate governance is also specifically addressed in the
European Green Deal. Companies are still too focused on
short-term financial performance rather than sustainable de-
velopment. Therefore, companies must increasingly disclose
their information on sustainability-related issues alongside
their annual reporting in order to inform investors about their
development in these areas (European Commission, 2019,
p.- 17).

The EU taxonomy is part of the European Green Deal and
is designed to accompany and support the transition of the
environment to the target state. The taxonomy introduces
various instruments to achieve this goal and is also supposed
to support the financing of the transition by directing cap-
ital flows in a way that is conducive to the transition. An-
other integral part of the EU taxonomy is corporate disclo-
sure (European Commission, 2020, p. 8). Regulations re-
quire two groups of companies in particular to address this
issue: Financial market participants' offering financial prod-
ucts within the EU and companies meeting the size criteria
of the NFRD. The required content, especially for the second
group of companies, is discussed in more detail in Chapter
6.2 of this thesis. The information must be published either
in the non-financial section of the consolidated or annual fi-
nancial statements or as a stand-alone non-financial report-
ing or sustainability reporting (European Commission, 2020,
p- 27). The EU taxonomy encourages, but does not require,
companies to obtain assurance from external auditors (Euro-
pean Commission, 2020, p. 37).

Even before the introduction of the EU taxonomy, many
researchers addressed these substantive issues (Lucarelli et
al., 2020, p. 6). More recent research identifies the benefits
of the taxonomy mainly in the area of harmonization and
investment decision support (Dumrose et al., 2022, p. 2),
which is consistent with the reporting objectives of the IFRS.
It is also important to consider the full scope of the taxon-
omy. Beyond the entities directly impacted by the EU taxon-
omy, other entities are also indirectly affected (Dusik & Bond,
2022, p. 92). Suppliers and customers which do not meet the
thresholds for mandatory NFRD reporting do not have to col-
lect environmental data for themselves, but may need to be
able to provide it to companies covered by the NFRD for their
reporting.

In principle, the requirement for more comprehensive re-
porting also leads to a reduction in information asymmetries.
Although this relationship exists in theory, it should not be
blindly assumed without evidence and needs to be further

1 e.g. Equity funds, exchange-traded funds, real estate funds, pension

schemes, venture capital and private equity funds.
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investigated (Breijer and Orij, 2022, p. 350; H. Christensen
etal., 2021, p. 1231).

The EU taxonomy has one particular strength. By pre-
scribing the narrative that sustainable activities can only be
considered as sustainable if they do not harm other sustain-
able activities, trade-offs between different areas of develop-
ment cannot be used as a loophole. The benefits of the EU
taxonomy presented in academic literature may also extend
beyond the European area. The EU serves as a prominent
model for implementing regulations, making it probable that
legislators outside of Europe will adopt these or raise simi-
lar requirements (Bloomberg, 2021; Dusik and Bond, 2022,
pp. 93, 96).

2.2. Fundamental theories on sustainability reporting

Before dealing with the methodology, the theoretical
principles need to be defined. Essentially, the publication of
company data is crucial for capital market participants and
their investment decisions, with information content and
timeliness being particularly important (Ball & Brown, 1968,
p. 176). For this thesis, theories that consider voluntary
disclosure are most relevant. For a long time, sustainabil-
ity reporting within non-financial reporting has been on a
largely voluntary basis, and companies only disclosed data
when the benefits exceeded the costs associated with the dis-
closure. The NFRD made sustainability reporting mandatory
for some companies, but the regulation still allows a great
amount of flexibility in the nature and extent of disclosure,
which is why voluntary disclosure theories are especially
relevant.

Voluntary disclosure refers to a company’s decision to
publish supplementary information beyond what is required
by law. There are various determinants that influence
whether and how much voluntary disclosure is made, in-
cluding firm characteristics, ownership structure, or country-
specific factors (Zamil et al., 2023, pp. 232-235). For the
purposes of this thesis, however, the general theories, on
which voluntary disclosure is based, are crucial.

Agency theory, which is most often applied in the context
of voluntary disclosure (Zamil et al. 2002: 239), is closely
linked to the well-known principal-agent problem from eco-
nomics, which is primarily founded on information asymme-
tries between parties (Arrow, 1963, p. 967). According to
agency theory, firms voluntarily disclose information in order
to reduce information asymmetries between themselves and
their stakeholders and thus facilitate business relationships
or capital flows.

In addition to the agency theory, the next two theories
most commonly used in this context are legitimacy theory
and stakeholder theory. Legitimacy theory is concerned with
the interaction between companies and their social environ-
ment and postulates that companies strive to shape their ac-
tions, decisions, and practices so that they are viewed as legit-
imate and acceptable by the society. Through voluntary dis-
closure, companies seek to achieve the necessary legitimacy
and gain the trust of stakeholders. The theory is founded on

the premise that there is a social contract between compa-
nies and society. Recently, increased awareness of Corporate
Social Responsibility (CSR) concerns has influenced corpo-
rate practices in sustainability reporting, and companies have
used CSR disclosure to gain legitimacy (Lepore & Pisano,
2023, pp. 56-57). Stakeholder theory, on the other hand,
emphasizes that companies are not only beholden to the in-
terests of their owners, but should also take into account
the interests of a broader group of stakeholders who are af-
fected by the company’s activities. This theory emphasizes
that companies should recognize the expectations, values,
and needs of their various stakeholders. Therefore, voluntary
disclosure can be seen as an effort to increase transparency
and address stakeholder interests and concerns. In addition,
there are several other theories on the basis of which vol-
untary disclosures can be useful for companies (Zamil et al.,
2023, p. 239).

These theories explain different incentives for companies
to voluntarily disclose information. Furthermore, the volun-
tary disclosure theory considers the costs of disclosure and
suggests that information will be voluntarily provided only if
the benefits for the company outweigh the costs of disclosure.
According to this principle, information that is insignificant
or disadvantageous to a company will not be disclosed (Ver-
recchia, 1983, pp. 179, 192).

2.3. Fundamental theories on audit

In addition to voluntary disclosure theories, the principal
theories of auditing are particularly relevant for this thesis.
Auditing is one of the central areas of accounting. The exter-
nal verification of financial or non-financial information by
an auditor can ensure the reliability of reporting for exter-
nal stakeholders. In very simplified terms, this is achieved by
the audit firm determining the actual financial position and
performance of a company through various audit procedures
and comparing these with the figures reported in the finan-
cial statements (Wagenhofer & Ewert, 2015, pp. 410-411).

The exact procedure and structure of the audit is not
the focus of this thesis. Instead, the basic theories and re-
lated concerns are addressed in order to understand how
they relate to the audit of sustainability reporting. Again,
the principal-agent theory is a fundamental theory with sig-
nificant importance. This behavioral theory can be applied to
audit firms and their client companies. The principal, repre-
senting the company to be audited, hires an agent, the audit
firm, to perform an audit of the company’s disclosures. With
a predetermined audit fee, the auditing company lacks in mo-
tivation to undertake high costs in the form of a detailed au-
dit. Instead, the auditing company seeks to maximize its own
benefit by minimizing the audit effort, since the compensa-
tion remains the same. The client and other parties seeking
audit assurance suffer as a result (Antle, 1982, pp. 503, 508,
512). However, this opportunistic behavior exists only in the-
ory. In practice, other factors also influence audit intensity.
For example, the audit result itself is reviewed by other enti-
ties, and insufficient audit actions can be sanctioned. Never-
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theless, it is useful to keep in mind the fundamental problems
that arise in auditing and the application of flat fees.

Audit firms use various forms of auditing procedures to
detect accounting manipulation or unintentional misstate-
ments. The model structure distinguishes between substan-
tive and systematic audit procedures. While substantive
audit procedures provide assurance on specific balance sheet
items, for instance by sampling, systematic audit procedures
provide broader assurance, for example by testing the func-
tionality of internal control systems. In most cases, the
desired level of assurance is achieved through a combination
of both types of procedures (Wagenhofer & Ewert, 2015,
pp. 432-435). Auditing sustainability reporting is unique
in that it concerns non-financial reporting. Essentially, non-
financial reporting provides more qualitative information
rather than actual numbers, as it would be in the case for
financial reporting. Almost all audit firms refer to the Inter-
national Standard on Assurance Engagements (ISAE) 3000
(Revised) when performing sustainability reporting audits.
This standard specifically covers the audit of information that
can be classified as non-financial information (International
Auditing and Assurance Standards Board, 2013, p. 5) and is
therefore considered an umbrella standard. As the ISAE 3000
(Revised) is applied to a wide range of disclosures, it does
not contain explicit audit procedures. Rather, it describes
general requirements for audit firms, such as integrity, in-
dependence, and professionalism, which are also required
for financial audits. It further provides detailed information
on the content and scope of the audit firm’s reporting on its
engagement. For the actual audit, the standard primarily
requires auditors to review the content of the qualitative dis-
closures for material inconsistencies (International Auditing
and Assurance Standards Board, 2013, pp. 20-21). How-
ever, the standard does not specify how materiality has to be
determined or how audit procedures should be performed.

There is no dispute that the audit in itself is a valuable
tool. In general, auditing increases the credibility of the in-
formation disclosed, as shown, for example, by the fact that
firms with audited financial statements pay lower interest
rates than comparable firms with unaudited financial state-
ments (Blackwell et al., 1998, pp. 58, 68). It should be noted,
however, that the magnitude of such an effect varies depend-
ing on whether the information disclosed is favorable or un-
favorable for a company. Another variable of particular im-
portance for this thesis is the voluntariness of the audit. The
following 2x2 matrix illustrates four possible conditions that
financial or non-financial reporting can adopt.

According to the attribution theory, financial statement
users challenge positive information because it is consistent
with the company’s interests. Negative information, on the
other hand, is less challenged since it would not be reason-
able for companies to misrepresent information that is not
in their best interest. This theory is confirmed by practice.
In experiments, Coram et al. show that voluntary audit as-
surance of positive sustainability disclosures has a significant
positive effect on the share price. In contrast, no significant
results were found for negative disclosures. It can therefore

be concluded that financial statement readers have reliability
concerns mainly when the disclosed information is positive.
These concerns are consistent with attribution theory, which
suggests that it is beneficial for firms to voluntarily undergo
an external audit when published information is positive, in
order to increase reliability of those results, while negative in-
formation already carries a higher level of reliability (Coram
et al., 2009, pp. 145-148).

These results are relevant for the research of this thesis, as
the EU member states’ option right and the implementation
within Germany allow companies to voluntarily subject their
non-financial reporting to an audit. Accordingly, such a vol-
untary submission can have different motivations: The coun-
teraction of the principal-agent relationship, the creation of a
higher reliability of the information, especially if it is positive
and therefore, according to the attribution theory, more likely
to be doubted by readers of the report, or simply the satis-
faction of stakeholders in order not to be at a comparative
disadvantage to other companies (Bradbury, 1990, p. 33).

The presented theories provide the basis for multiple re-
search streams. They also form the basis for the development
of the hypotheses for this thesis presented in Chapter 5.

2.4. Textual analysis in research

Research in business economics heavily relies on quan-
titative methods for gaining new findings. The rationale is
clear: countless amounts of data exist in numerical form. Fi-
nancial statements containing balance sheets and profit and
loss statements, stock prices and a vast range of related fi-
nancial indicators, as well as statistical information on com-
panies, industries, regions, and countries. The amount of
numerical data is enormous. When this data is effectively
contextualized, new insights can be uncovered. However,
how do researchers handle data that is not numbers, but let-
ters? In addition to the balance sheet, every financial state-
ment provides notes. The income statement enables insight
into earnings, but the management report covers even more.
Stock prices and financial ratios are paired with analysts’ rec-
ommendations and company announcements, both written
and verbal. Each statistical survey is accompanied by a cor-
responding text. All of this information is easily overlooked.

However, it would be incorrect to state that textual data
is not a topic of interest in research at all. In fact, this field of
research has been growing in importance for some time. As
a result, both earlier and more recent papers cover not only
results in this context, but also the methodology on its own
(e.g. Bae et al. (2023), Bochkay et al. (2023), Gentzkow et
al. (2019), and Loughran and McDonald (2016, 2020)).

The EU taxonomy and especially the NFRD requirements
have greatly increased the volume of non-financial reporting.
This new information in form of textual data provides poten-
tial for research using textual analysis methods. However,
it is important to ensure that the methodology does not take
precedence over the actual research question (Bochkay et al.,
2023, p. 792; Bae et al., 2023, p. 3). Therefore, before ad-
dressing the hypotheses, the methodology of textual analysis
will be examined in detail based on the existing literature.
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Table 1: Effects of audit on reliability based on the experiment of Coram et al. (2009, pp. 142-145)

Positive information content

Negative information content

Audit assurance
No audit assurance

High reliability
Low reliability

High reliability
High reliability

This review provides a summary as well as an explanation of
current methods and highlights their advantages, disadvan-
tages, and areas of application. This will not only identify
the appropriate methods to apply to the research purpose of
this thesis. It also provides a valuable contribution as it sum-
marizes the leading research in various fields, particularly in
the domain of finance and accounting.

Textual analysis has already been used to find evidence
in several areas. Chen et al. found that both stock returns
and earnings surprises can be predicted by peer-based knowl-
edge on social media. They used one of the simplest methods
imaginable: counting negative connoted words in articles
written by individual investors on the social media platform
Seeking Alpha. The ratio of negative connoted words? to the
overall number of words was utilized to determine first a neg-
ative sentiment and then a decline in stock returns and even
in earnings surprises. This effect increased as the number of
negative words increased (H. Chen et al., 2014, pp. 1368-
1369, 1382, 1400).

In a more recent study, Sautner et al. measured the extent
of corporate exposure to climate change by using an algo-
rithm to count key words® in earning call transcripts that are
directly related to this topic. This method captured climate
change exposure from the perspective of all key stakehold-
ers, as the earning call transcripts included both shareholder
and stakeholder questions as well as management responses
(Sautner et al., 2023, pp. 1450-1451, 1492-1493).

Using a comparable methodology, Chen and Srinivasan
analyzed the 10-K reports of non-tech firms to investigate the
relationship between digital activities, firm value, and perfor-
mance. Specifically, they measured the frequency of digital
terms”* in the description section of these reports. The au-
thors discovered that non-tech firms have generally increased
their digital activities over time, and that greater involvement
in digital activities has a positive impact on firm value and
stock performance. These findings were made possible by
quantifying the degree of digitalization within firms through
textual analysis (W. Chen & Srinivasan, 2023, pp. 2, 10, 29,
35).

As a final example, in a 2014 study, Purda and Skilliorn
analyzed quarterly and annual financial statements for fraud-
ulent activities. A multilevel textual analysis process first

Examples for negative connoted words are loss, termination, against or
impairment.

The key words with the highest frequency were renewable energy, electric
vehicle, clean energy, new energy, climate change and wind power (Sautner
et al., 2023, p. 1466).

Examples for digital terms are analytics, virtual reality, automation, arti-
ficial intelligence, big data, data science or digitalization (W. Chen & Srini-
vasan, 2023, p. 36).

sorted words within the sample by frequency, then tested
their predictive power using a decision tree-based approach,
and finally concluded from the reports the probability that
the statements were completely true and did not contain
fraud. The algorithm based on textual analysis was able to
confirm the presence or absence of fraudulent activity in over
82 % of the reports (Purda & Skillicorn, 2015, pp. 1194,
1197-1200, 1218).

The listed research is illustrative for the wide range of
possible applications for textual analysis. Ranging from
meaningful, market-relevant results in the area of finance, to
risk exposure in the example of climate change, to opportuni-
ties for companies in the example of technology adaptation,
to relevant accounting issues like fraud detection, the appli-
cation possibilities are unlimited. The textual data examined
ranges from individual social media posts to transcribed
communications between companies and stakeholders to of-
ficial corporate disclosures in annual and quarterly financial
statements. This demonstrates that textual data can contain
relevant information in any conceivable form, regardless of
its type and nature.

In quantitative research, the approach is usually relatively
straightforward. With the evaluation of a sample using sta-
tistical methods in direct relation to a hypothesis, researchers
intend to obtain significant findings. The procedure in tex-
tual analysis is not as simple, as the database is initially qual-
itative. The information required for research can only be
obtained in an exploitable form by means of an appropriate
transformation (Loughran & McDonald, 2016, p. 1191).

The major difficulty is not that textual data is less struc-
tured or presented in a different way, but rather that it has a
high dimensionality. The base of the dimensions is defined by
the number of different words in a language, and the expo-
nent by the number of words in the text, as shown in Equa-
tion 1. When taking a text that consists of only ten words,
and it is written in a fictional language that also only pos-
sesses ten different words, then this text can have ten billion
different dimensions, each of which is different from the oth-
ers. In reality, texts are much longer than ten words, and
languages consist of more than ten different words, so both
the exponent and the base, and thus the total number of di-
mensions, take on an unimaginably high degree (Gentzkow
et al., 2019, pp. 535-536).

t=n (D

t = textual data dimensions
| = language word options

n = length of text in words
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Humans can handle the high number of dimensions because
they are not important when reading text. Words are per-
ceived and interpreted in the context of other words. Ac-
cordingly, sentences do not represent a sequence of indepen-
dent variables. In textual analysis, however, these dimen-
sions are important and must be addressed. At the beginning
of any textual analysis, the number of dimensions considered
should be drastically reduced in order to deal with the enor-
mous amount of data. This reduction is usually performed
within three steps. The first step is to divide the total volume
of text into sections suitable for research. In the later course
of this work, non-financial reports from different companies
are analyzed. It is not necessary to examine the reports of
all companies together. Rather it is sufficient to extract in-
formation from each report separately. This information can
then be used to draw conclusions by applying other research
techniques. By analyzing individual texts separately instead
of performing one single overall analysis, the number of di-
mensions can be drastically reduced. In a second step, cer-
tain parts of the text can be excluded from the analysis. These
are first of all frequently occurring words that maintain the
grammatical structure of a text. Such words are important
for human readers of a text, but contain little or no informa-
tion that will emerge in the textual analysis. In addition, for
some research it can also be useful to exclude words that oc-
cur very rarely in a text. Although these words may contain
relevant information, the benefit of gaining this information
could be outweighed by the additional effort involved in an-
alyzing these words. In a final step, the stemming method
can be used to adjust all words that have the same meaning
but are spelled differently. This method unifies differently
conjugated words by removing their suffixes. For example,
the words connected, connecting, connection, and connections
have the same informational meaning. By replacing them
with their stem word connect, the dimensional base of the
overall text is reduced once again (Porter, 1980, p. 130). The
important aspect is to decrease the number of different words
with identical information content. With these three steps,
the dimensions of a text can be drastically reduced by lower-
ing the base n of the dimension equation (Gentzkow et al.,
2019, pp. 537-538).

The efforts for simplification are addressing the base n
of Equation 1. From a purely mathematical point of view, a
reduction of the exponent would be more effective. However,
it is not as easy to reduce the exponent. Textual data from
a sample can be decreased or simplified at the expense of
information loss. But the vocabulary of the language in which
a text is written is exogenous.

In textual analysis, instead of trying to reduce the expo-
nent, often the entire formula gets modified. The so-called
bag of words method ignores the position of words in a text.
Alternatively, it only counts whether and how often individ-
ual words occur. This implies that the number of possible
dimensions only result from the multiplication of the num-
ber of words n in the text by the number of possible words of
a language l. Whereas before, a text of ten words length in a
language containing only ten different words already had ten

billion dimensions. Using the bag of word method a text in
English language® with the same amount of dimensions can
contain more than 100,000 words. Thus, ignoring the order
of words in texts leads to a massive reduction of the dimen-
sionality of a text (Gentzkow et al., 2019, pp. 539-540).

After presenting a general overview of how textual anal-
ysis works, the next step is to specify its application areas.
Text contains some information, but what kind of valuable
information is included and how can it be extracted? Prior
research has established various applications of textual anal-
ysis for information acquisition, which will be presented in
the following literature review for the finance and account-
ing domain, which does not present all the literature, but the
most important in terms of the objective of this thesis.

3. Literature review

3.1. Readability

Readability is one of the main areas of use in textual anal-
ysis. Depending on the context, the definition of readability
varies. Either way, it should somehow determine if text is
designed in a way that readers can recognize and compre-
hend the underlying message (Loughran & McDonald, 2016,
p- 1188). More specifically, readability represents the rela-
tionship between a text and the cognitive load required to
understand it (Martinc et al., 2021, p. 143). Even if a text is
generally comprehensible to a reader, a high cognitive load,
or in simple terms, a text that is challenging to read, may
indicate poor readability. The readability of a text always
should be considered in the context of the target audience
(Loughran & McDonald, 2020, p. 28). The United States Se-
curities and Exchange Commission (SEC) supports this po-
sition (United States Securities and Exchange Commission
(SEC), 1998, p. 9). The Plain English Handbook published by
the SEC describes the linguistic form in which publications
should be made. This includes the annual financial state-
ments and non-financial reporting components. The hand-
book recommends, among other things, the use of everyday
language words and short sentences. It further recommends
to perform automatic readability checks by using formulas
developed for this purpose, but also manual testing by simple
human proofreading of own publications (United States Se-
curities and Exchange Commission (SEC), 1998, pp. 18, 57).
This thesis examines non-financial reporting with focus on
sustainability reporting within the German market, although
European or other international regulators have objectives
for publication requirements similar to the SEC.

The readability of text has been subject of many studies.
Li’s widely cited paper examines the relationship between the
readability of annual reports and company earnings. Here,
readability was measured by two variables, the so-called Fog
Index and the length of the reports. The Fog Index is closely

5 There are several underlying bases for determining the number of English
words. The following example is calculated using the number of 88,500
English words (Nagy & Anderson, 1984, p. 320).
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related to the topic of readability and will be discussed in
Chapter 4.2.1 in more detail. Li found that companies with
a low readability score on their reports had worse earnings
persistence. On the other hand, companies with easily read-
able annual reports are more persistent. This correlation
could suggest that management is hiding negative informa-
tion about its company by making the information in the re-
ports more difficult to access (Li, 2008, pp. 222, 225-226,
244-245).

Reporting quality can also influence investment alloca-
tion. Biddle et al. found that companies with higher re-
porting quality are less likely to be over- or underinvested.
Over- or underinvestment occurs when the marginal benefit
of a capital investment is lower than the marginal cost of that
investment. Information asymmetries between management
and investors in capital markets are one main reason for such
inefficient allocations. Higher reporting quality can reduce
the occurrence of adverse selection and its effects. Biddle et
al. use the Fog Index to measure reporting quality and find
a positive relationship between increasing reporting quality
and decreasing over- or underinvestment (Biddle et al., 2009,
pp- 113-114).

Not only the general allocation efficiency can be related
to readability, but also individual trading behavior. Miller
finds that shares of companies with less readable reports are
traded less frequently. This effect is most evident among
small investors and can be explained by the higher cost of
information acquisition, which is particularly important for
such investor groups (Miller, 2010, pp. 2108, 2114, 2138).
Lawrence found similar results in that investors are more
likely to hold on to shares of companies with more readable
financial disclosures. For the increase of one standard devi-
ation in readability, stock returns increase by 91 basis points
on average (Lawrence, 2013, pp. 131, 135, 141-142, 144).
These two studies use the Fog Index and text length as read-
ability measures.

Readability research has also provided insights in the do-
main of accounting. Chychyla et al. found a relationship be-
tween reporting complexity and accounting expertise within
companies. They approximate accounting complexity by var-
ious parameters, including firm characteristics such as firm
size and number of segments covered, as well as financial re-
porting variables such as the number of words in 10-Ks and
their readability. The level of accounting expertise is approx-
imated through boards of directors and audit committees.
More specifically, the number of accounting experts® in these
functions represent the level of accounting expertise within a
company. Chychyla et al. argue that companies with a high
level of reporting complexity also have a higher level of ac-
counting expertise. This expertise should counteract the neg-
ative effects of accounting complexity and is expected to ac-
tively manage accounting complexity (Chychyla et al., 2019,
pp. 227-229, 233-236, 247-248).

6 An individual is considered an expert if he or she is a certified public
accountant (or similar) or has professional experience in relevant areas
such as treasury or auditing.

Another example of how companies can influence their
own reporting is the study by Chakrabarty et al. on the re-
lationship between executive compensation and disclosure
transparency. The study concludes that firms with man-
agers receiving higher risk incentives, measured by the stock
option compensation, produce less comprehensible 10-K re-
ports. This is because these incentives encourage managers
to undergo risky projects with higher rewards, which may
not be in line with the company’s strategy. Management
attempts to camouflage the undertaking of such projects
by making the reporting less readable. Here, readability is
assessed through the size of 10-K reports, as evidenced by
Loughran and McDonald (2014). The result shows that com-
panies in the top quartile of the stock option vegas’ publish
reports that are 15.4 % larger. The results were tested for
robustness via variables such as firm complexity, while other
testing, such as measuring readability via the Fog Index also
supported the results (Chakrabarty et al., 2018, pp. 3, 5-7,
10-11, 13, 25).

A recent study by Dorfleitner et al. examines readability,
among other issues, in a setting similar to the one in this the-
sis. Dorfleitner et al. investigate the impact of the General
Data Protection Regulation (GDPR) on privacy statements.
Just like the NFRD, the GDPR was published as a directive
in the EU and became binding law in the form of a regula-
tion in 2018. Using methods similar to the Fog method, pri-
vacy statements were tested for readability. The result was a
worsening of readability due to the introduction of the GDPR.
Even when considering the number of words as a readability
measure, there was a decrease in readability due to an in-
crease in the length of privacy statements (Dorfleitner et al.,
2023, pp. 1-2, 4, 10-12).

The papers presented round off the literature review in
the field of finance and accounting for the application area of
readability, with the research area being constantly expanded
and, above all, newer state-of-the-art methods being increas-
ingly used.

3.2. Sentiment analysis

In the context of textual analysis in accounting, sentiment
analysis finds even more interest than the topic of readability
(Bochkay et al., 2023, p. 797). In sentiment analysis, texts
are examined to determine whether they have a positive or a
negative tone. This has already produced findings in a wide
variety of research areas, even in far unrelated fields.

For example, Chevalier and Mayzlin examine the senti-
ment of customer reviews for books in the two largest on-
line bookstores using a differences-in-differences approach
and find that reviews with positive (negative) sentiment lead
to significantly higher (lower) sales on the respective site.
They also find that reviews with negative sentiment have a

7 Vega measures how the value of a stock option changes as the volatility of
the underlying asset changes (Black & Schloes, 1973, pp. 638-639). The
vega parameter is used because it is expected that as volatility increases,
management will take on riskier projects in order to increase the value of
their own options.
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stronger impact than reviews with positive sentiment (Cheva-
lier & Mayzlin, 2006, pp. 345-346, 350).

In financial context, sentiment analysis has been success-
fully used to predict price movements in capital markets.
Chen et al. find that the sentiment of opinion articles on
the social media platform Seeking Alpha can be used to draw
conclusions not only about stock performance, but also about
the development of company earnings. With the help of sen-
timent analysis, they were able to identify crowd knowledge
that contains not only capital market-relevant information
but also real economic information that has not yet been in-
cluded in the stock price (H. Chen et al., 2014, pp. 1368,
1382-1383, 1391-1392, 1400). Long et al. found simi-
lar results in predicting the price movements of so-called
meme stocks by developing a sentiment score dictionary cus-
tomized for the social media platform Reddit. They assigned
weightings to words that have a particular meaning in a given
context, so that meaningful words have a disproportionately
strong influence on the sentiment of a sentence or text (Long
et al., 2023, pp. 22, 25-27, 33-34).

In addition to prices, sentiment can also be used to de-
termine other metrics such as liquidity. Agrawal et al. found
that social media activity on platforms such as Twitter and
StockTwits can be used to determine liquidity developments.
For example, peaks and troughs in intraday liquidity can be
identified. Analogous to the results of Chevalier and May-
zlin in a different context, they also show that negative senti-
ment has a much stronger influence than positive sentiment
(Agrawal et al., 2018, pp. 86, 89, 93).

Next to social media, other sources can be used for senti-
ment analysis. Kothari et al. perform sentiment analysis on
reports from corporate management, analysts, and news ser-
vices to determine the impact on firms’ cost of capital, stock
return volatility, and analysts’ earnings forecasts. The results
confirm that positive or negative sentiment has an impact on
each of the indicators examined, with the result depending
on the credibility of the source. Since management is inter-
ested in presenting itself well, the impact of positive news
from management is significantly weaker than that of nega-
tive news or positive news from other sources (Kothari et al.,
2009, pp. 1641-1642, 1653, 1657, 1664). This result is of
particular interest for this thesis, since sustainability reports
are written by the companies themselves and are therefore
subject to a fundamental sense of skepticism.

Huang et al. further illustrate that the words of manage-
ment should not be taken at face value. By analyzing earn-
ings press releases, they examine the tone of these releases
and find that an abnormally positive tone predicts negative
future earnings. The same content in an earnings release can
be expressed in different ways. Sentiment analysis can be ap-
plied to distinguish whether earnings releases are expressed
in a positive or negative tone, by measuring the ratio of posi-
tive to negative words. A neutral tone corresponds to describ-
ing the available fundamental information about a company,
while an abnormally positive tone is indicated by too many
positive words not related to the fundamentals. A profitable,
growing company is not assumed to have an abnormally pos-

itive tone despite a high number of positive words, whereas
poorly performing companies with the same number of posi-
tive words would be assigned such a classification. Huang et
al. find that not only is an abnormally positive tone inconsis-
tent with fundamentals, it is actually an indicator of negative
future earnings and cash flows. An unusually positive tone
is most likely to occur when a company is about to meet or
exceed the previous year’s results or analysts’ forecasts. Con-
versely, earnings releases can also have an abnormally nega-
tive tone, especially if a significant portion of executive com-
pensation consists of stock options, giving them an incentive
to reduce the share price in the short term in order to buy
shares at a favorable price later on. In both cases, manage-
ment is distorting the company’s situation for its own benefit
and to the disadvantage of investors. This behavior can be
revealed by sentiment analysis of earnings press releases (X.
Huang et al., 2014, pp. 1084-1086, 1090-1091, 1094, 1103,
1111).

3.3. Disclosure quantity and similarity

Readability and sentiment analysis account for over 60 %
of the textual analysis papers published in the top accounting
journals® over the last decade (Bochkay et al., 2023, pp. 795,
797). Other important topics are disclosure quantity, text
similarity, and topic discovery. These areas can be considered
separately, depending on the research question. However, it
can also be reasonable to consolidate them. The measure-
ment of the quantity of content, the discovery of topics or the
assignment of textual data to a topic is typically performed
under the overriding interest of similarity and comparabil-
ity studies. These areas of textual analysis also yield various
findings.

Frankel et al. examine the characteristics of earnings
calls, in which public companies discuss their financial per-
formance, and find that earnings calls of companies that miss
analysts’ expectations by just a penny are disproportionately
long. The average length of a call in the study sample is just
over 50 minutes. Calls of companies that miss earnings ex-
pectations by a penny last 1.1 minutes longer. This deviation
is significantly larger than, for example, a one-penny over-
shoot of expectations or the delta from a one-penny miss to
a two-penny miss. Frankel et al. were thus able to demon-
strate that the quantity of information is abnormally deviant
in such cases. However, this result is particularly interesting
because a parallel study of the sentiment of earnings calls
found that these unusually long calls did not show any notice-
able shifts in their tone. In general, calls that miss analysts’
earnings expectations have a more negative tone than those
that meet expectations. However, a one-penny miss does not
lead to a noticeable difference in tone. Thus, in this case, the
sentiment analysis of the data is inconclusive, but the quan-
tity analysis does reveal new evidence (Frankel et al., 2010,
pp. 221-222, 227, 230, 240).

8 The papers which have been under consideration are The Accounting Re-
view, Journal of Accounting Research, Journal of Accounting and Economics,
Contemporary Accounting Research, Review of Accounting Studies, Account-
ing, Organizations, and Society, and Management Science.
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In another study, Huang et al. address earning calls, but
instead of examining the information quantity of those calls,
they focus on the closely related topic of similarity. Huang
et al. use textual analysis to compare earning calls with an-
alyst reports based on those calls. In this context, analysts
are expected to gather information from earnings calls and
interpret them in a way so that investors can utilize their
reports to make investment decisions. Latent Dirichlet Al-
location (LDA) is used to determine which content of ana-
lyst reports corresponds to the topics of the earnings calls.
LDA is a textual analysis method that identifies topics within
text by capturing statistical correlations of words. Using their
method, Huang et al. discovered that 31 % of the analyst re-
ports only briefly addressed topics that appeared in the earn-
ings calls, while the remaining 69 % directly corresponded
to the topics of the earnings calls. Using similarity analysis
and topic discovery within textual analysis, it was therefore
possible to quantify the value added by analysts. The 31 %
of analyst reports content that is not included in the earnings
calls can be argued to offer added value in terms of informa-
tion discovery (A. Huang et al., 2018, pp. 2833-2835, 2840,
2848).

However, similarity can be examined not only for earn-
ing calls. Gaulin and Peng use textual similarity analysis to
compare compensation disclosure. Compensation disclosure
is a highly regulated area. It is therefore appealing to explore
the extent to which the disclosures of companies in different
domains vary and where there is a high degree of similar-
ity. Gaulin and Peng disregard traditional textual analysis
methods and apply innovative machine learning techniques
instead. A novel algorithm, trained on company disclosures,
is designed to detect relationships that remain undiscovered
by traditional methods. These traditional methods, which are
examined in more detail in Chapter 4.2 of this thesis, have a
significant weakness in that the similarity outcome is heavily
reliant on the text length of the disclosure, which in turn is
strongly correlated to the size of the company. New natural
language processing (NLP) methods (described in Chapter
4.3 of this thesis) such as the novel algorithm can overcome
these weaknesses. Gaulin and Peng also apply the traditional
methods and recognize that their state-of-the-art methodol-
ogy outperforms those methods. The study differs from many
others in this domain in that it explicitly focuses on the narra-
tive of the disclosures rather than the quantity of them. The
results show that companies of comparable size, companies
in the same industry or companies using the same compen-
sation consultants show similar disclosures (Gaulin & Peng,
2022, pp. 1, 3, 4, 6, 21, 25-26). Although these findings
are not relevant to this thesis, the results of the methodology
highlight an important aspect and valuable research applica-
tions can be drawn from them.

In the accounting domain, Brown and Tucker perform
a similarity analysis on Management Discussion and Anal-
ysis (MD&A) disclosures and examine how they are chang-
ing relative to real economic changes. MD&A disclosures are
a mandatory part of reporting for U.S. companies, in which
business-related topics such as earnings, liquidity, and ma-

terial risks are presented from the perspective of manage-
ment according to the management approach. Although the
content of the topics is predefined, the form in which they
are disclosed offers a huge degree of freedom, which is why
an examination of these disclosures can provide interesting
findings. Brown and Tucker develop a modification score
for MD&A disclosures to measure the similarity of such doc-
uments across time and find that the score decreases over
time as the length of disclosures increases. These results sug-
gest that companies are increasingly using boilerplate lan-
guage, i.e., standardized language that is not firm-specific or
adapted to economic circumstances. At the same time, they
also find that MD&A disclosures change more when economic
changes are more pronounced. Brown and Tucker’s similar-
ity analysis is a methodological approach that complements
other textual analysis methods such as readability and sen-
timent analysis and has made it possible to determine the
usefulness of MD&A disclosures for investors or other stake-
holders over time (S. Brown & Tucker, 2011, pp. 310, 312—
313, 315-317, 327, 341).

Lang and Stice-Lawrence conduct similar studies, but in-
stead of focusing on MD&A disclosures, they examine entire
annual reports using a variety of analytical techniques. They
find that reporting quality affects real economic variables
such as liquidity, analyst coverage, and ownership structure.
Their study covers several domains: reporting quantity in
terms of the length of the annual report, readability as mea-
sured by the Fog Index, the proportion of boilerplate lan-
guage, and the domains of comparability and similarity. The
authors argue that the information content increases with the
length of the annual reports, while a higher proportion of
boilerplate language reduces the information content. Com-
parability between annual reports is measured not only on
the basis of visual similarity, but also on the basis of content
similarity. For this purpose, the cosine similarity is used as
a measure, which was also used by Brown and Tucker for
the similarity score and is discussed in more detail in Chap-
ter 4.2.3 of this thesis. In their research, Lang and Stice-
Lawrence observed the adoption of IFRS accounting by some
companies and, in addition to the findings that reporting
quality has an impact on real economic variables, they also
found that companies with high reporting quality in partic-
ular benefit from the adoption of IFRS standards (Lang &
Stice-Lawrence, 2015, pp. 110-113, 131). A similar applica-
tion is also conceivable in the area of non-financial reporting
and can help to address the research objectives of this thesis.

4. Presentation of methods in textual analysis

4.1. Overview

After the previous chapter has presented the relevant lit-
erature categorized according to the different fields of ap-
plication, the focus now shifts towards the functionality of
the subject areas. First, the traditional methods that form
the foundation of textual analysis are reviewed. Before then
introducing the state of the art methods, the functionality
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of NLP and machine learning in the field of textual analy-
sis will be thoroughly covered. These methodological prin-
ciples help to better comprehend the new methods. This is
followed by a presentation of those state-of-the-art methods,
which have been used especially in recent academic research
and which complement and further develop the traditional
methods. The detailed consideration of all methods on the
one hand represents an up-to-date overview of the possibili-
ties of textual analysis in the field of accounting. On the other
hand, it ensures that the appropriate methods are identified
for the research questions of this thesis and that the risk of
overlooking potential applications is minimized. The meth-
ods analyzed are listed in Table 2 for ease of reference.

4.2. Traditional methods
4.2.1. Readability

Beginning with the subject of readability, the Fog Index is
indispensable. This index, developed by Robert Gunning in
1952, is not only one of the older readability measures, but
is still used in academic research today. The Fog Index has
been used in well over 100 accounting studies, mostly in the
highest ranked papers (Efretuei & Hussainey, 2023, p. 322).
Its simplicity and straightforward nature make it one of the
most widely used readability measures. The result of the Fog
Index equation is a simple number that indicates how many
years of education a reader of average intelligence needs to
comprehend a certain text.

Fog = (words per sentence + complex words in %) 0.4

2

The only two variables of Equation 2 are the average number
of words in a sentence within a text and the percentage of
complex words that are defined as words with three or more
syllables. The sum of these two factors is multiplied by the
constant 0.4. The result represents the number of years of
education (Li, 2008, p. 225). Depending on the educational
system, a Fog Index < 12 indicates that schooling up to high
school graduation is sufficient to understand a text, a Fog
of up to 15 requires a bachelor’s degree, a Fog of up to 17
requires a master’s degree, while an even higher Fog indicates
that the text is incomprehensible.

The Fog Index is widely used in research and is considered
by regulators in the context of corporate disclosure (Efretuei
and Hussainey, 2023, p. 319; Loughran and McDonald, 2014,
p. 1644). However, it is not the only readability measure.
Guay et al. investigate the complexity of financial statements
in the context of the voluntariness of reporting elements and
measure readability with a merged index, which consists of
six individual measures, one of which is the Fog Index. The
other measures are the Flesch-Kindcaid Index, the LIX Index,
the RIX Index, the ARI Index and the SMOG Index. Each of
these measures readability as a function of the average num-
ber of words, syllables, or characters in a text using similar
calculation methods (Guay et al., 2016, p. 18). As a result,
the measures are strongly positive correlated with each other.

In their study, Guay et al. measured individual correlations
of at least 0.84 to 0.99 (Guay et al., 2016, p. 70).

The Fog Index, and by default all similar indices, has been
subject to severe criticism. For one thing, the first component
of the Fog Index, the average number of words in a sentence,
is less accurate for measuring readability in a business con-
text than it is for general language texts, but it is the second
component, which deals with complex words, that has been
criticized in its application to financial and accounting texts
in particular. Half of the weight of the Fog Index falls on com-
plex words, which are defined only by their number of sylla-
bles. However, in a business context, multi-syllable words
are quite common, which automatically inflates the result of
the Fog Index. In addition, many of these words are not par-
ticularly difficult to read, even though they are long. Having
a few different long words that make up a high proportion of
the absolute complex words also argues against the compo-
sition of the Fog Index, because the repetition of these words
makes them easy to read. Nevertheless, these words increase
the index (Loughran & McDonald, 2014, pp. 1644-1645).

To overcome these problems, Bonsall et al. develop the
Bog Index, which considers not only word and sentence
length, but also more deeply the language characteristics.
The Bog Index consists of three variables:

Bog = sentence Bog +word Bog — Pep 3)

The first variable Equation 3 is similar to the first variable
of the Fog Index. The average sentence length of a text is
squared and divided by a fixed long sentence limit of 35.
Thus, longer sentences increase the Bog Index, analogous to
the Fog Index. The second variable word Bog differs signifi-
cantly. Here, not the number of syllables in a word determine
complexity, but several parameters such as word difficulty,
abbreviations, wordiness, passive verbs and stylistic issues
that are taken into account. A set word list awards penalty
points between zero and four to complex words depending
on the parameters. These are multiplied by the factor 250
and divided by the total number of words. Thus, words only
affect the index if they are actually classified as complex ac-
cording to the parameters and not just according to the num-
ber of syllables. The third variable Pep has the special feature
that it decreases the Bog Index. The Fog Index does not con-
tain a comparable variable. Pep rewards certain characteris-
tics of a text that make it easier to read. These include names,
interesting words and personal pronouns. The sum of these
words is multiplied by the factor 25 and divided by the to-
tal number of words in the text. This means that supporting
words that make a text more readable are weighted less heav-
ily than complex words, but they still have an impact on the
index. Finally, a variation in sentence length has a positive
effect on the Pep variable. Alternating short and long sen-
tences improves the reading flow. Higher standard deviation
is accounted by an additive factor in the Bog Index (Bonsall
etal., 2017, pp. 12-14). The Bog Index is based on the func-
tionality of the software program StyleWriter’, which among

9 The exact composition of the Bog Index is published on the website of
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Table 2: Readability measures overview

Readability Sentiment analysis Disclosure quantity/
similarity
Traditional Fog Index Word book approach Vector Space Model
methods Bog Index
Similar indices®
File Size Traditional Machine Traditional Machine

State-of-the-art

methods Machine Learning Key

Figure Combination
Large Language Models

Learning (supervised)
Deep Learning (Artificial
Neural Networks)

Large Language Models

Learning (bag of words)
Advanced Machine Learn-
ing (word embedding)
Large Language Models

aFlesch-Kindcaid Index, LIX Index, RIX Index, ARI Index and SMOG Index.

other things is designed to improve text readability. The soft-
ware works with various applications, for example a list of
200,000 words that are used in the punishment of complex
words in the functionality of the Bog Index. The software has
also been used in other studies to investigate the readability
of texts (Miller, 2010, pp. 2114, 2140).

The Bog Index overcomes some of the weaknesses of the
Fog Index, but it also has some shortcomings of its own. For
instance, the Bog Index is fundamentally more complex and
less easily replicable, mainly because the word list used is
not publicly available. In addition, the Bog Index focuses on
writing style rather than readability, which are very similar
but not identical fields of application (Loughran & McDonald,
2020, pp. 25-26).

In summary, there are several methods to determine
the readability of a text. The Fog Index is the most used
(Loughran & McDonald, 2014, p. 1645), although other
indices can complement and improve the Fog Index. How-
ever, these methods suffer from weaknesses, which is why
additional methods are discussed in Chapter 4.4.1 of this
thesis.

4.2.2. Sentiment analysis

Sentiment analysis has become more prevalent in tex-
tual analysis than readability research (Bochkay et al., 2023,
p. 797). The majority of sentiment analysis studies use the
bag of words method, which represents the information of a
text as a vector containing the count of each occurring word
(Loughran & McDonald, 2011, pp. 36-37). As explained in
Chapter 2.4, this technique results in a substantial reduction
of text dimensionality, which simplifies text processing, but
also results in a loss of information. To determine the senti-
ment of a text, the vector is mapped to a word list that as-
signs a sentiment score to each word (McGurk et al., 2020,
p. 463). For example, to determine whether the tone of a
text is positive or negative, all positive and negative words in
a text are aggregated. Thus, the number of different positive

the company behind StyleWriter (https://www.stylewriter-usa.com/sty
lewriter-editing-readability.php).

or negative words affects sentiment, as does the frequency
of those words. The total number of positive and negative
words is then contrasted and an overhang indicates the type
and strength of the sentiment.

In this type of study, the vector is derived from the text un-
der investigation and is thus exogenous. The world list used,
on the other hand, can influence the result of the analysis. It
is in the eye of the observer whether a word expresses a pos-
itive, negative or no sentiment at all. Many studies use the
Harvard Psychosociological Dictionary or Harvard-IV-4 Tag-
Neg (H4N). This list of words was designed for research in
sociology and psychology and contains an extensive division
of words into 182 different categories such as strong, weak,
active, pleasure and pain. However, the most commonly used
categories are positive and negative words. For example, the
study by Tetlock et al. found that a higher number of H4N
negative words in the press predicted lower company earn-
ings and that such words also have a significant impact on
stock returns (Tetlock et al., 2008, pp. 1464-1465).

The H4N word list is frequently used in sentiment analy-
sis given the fact that it is publicly available and not propri-
etary (Loughran & McDonald, 2011, p. 38). By utilizing the
dictionary, researchers have no control over the sentiment to
which each word is assigned. This makes the word list an
exogenous variable (Loughran & McDonald, 2011, p. 38).
However, the H4N was not intended for use in business con-
texts, resulting in poor word classification. Loughran and
McDonald discovered that almost three quarters of all nega-
tive words in the H4N word list are not considered negative
in a financial context. They found this by counting nega-
tive words in corporate financial statements and running a
regression with corporate earnings. For words like tax, cost,
capital, board, liability, foreign, or vice there is no correlation
between increasing word count and decreasing returns. In
common language, the negative connotation of these words
is clear. However, within financial statements, such words
are used without negative implications (Loughran & McDon-
ald, 2011, pp. 35-36).

To address this issue, Loughran and McDonald created
wordbooks specifically designed for financial and account-
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ing studies, generated from textual data of over 50,000 fi-
nancial statements. These are six separate lists covering the
following sentiments: negative words, positive words, uncer-
tainty words, litigious words, strong modal words and weak
modal words. Most of these lists were created by including
all words that occur in at least 5 % of the sample and are
therefore part of the more frequently used language. The
correlation between frequency and return was then mea-
sured for these words. In addition, Loughran and McDon-
ald considered negations for positive words, so that words
were not considered positive if they were preceded by nega-
tion words'’. This consideration was not applied to nega-
tive words, since the authors assume that negative negations
rarely occur. As a result, the list of negative words consists
of 2,337 words, of which 1,121 match the H4N list. A to-
tal of 2.5 billion words are classified in the study, of which
3.79 % are classified as negative by H4N and only 1.39 %
are classified as negative by Loughran and McDonald’s nega-
tive word list. Many of the words from the H4N list are either
not negative in the financial context (e.g., claims or litigation)
or because they appear in the financial statements of partic-
ular industries (e.g., cancer in the pharmaceutical industry
or tires in the automobile industry) (Loughran & McDonald,
2011, pp. 49-50). The appropriateness of Loughran and Mc-
Donald’s word list for financial statements is demonstrated
in Figure 1.

The sample is divided into five quintiles according to the
number of negative words occurring. It is expected that com-
panies with more negative words on average have a greater
negative access return. This relationship is clearly visible in
the word list of Loughran and McDonald (Fin-Neg), while
the H4N word list (H4N-Inf) does not show the expected
monotonically decreasing trend. Further, the companies
from the quantile with the most negative words from the
H4N word list also show the almost lowest negative excess
returns, which is the opposite of what would be expected
(Loughran & McDonald, 2011, p. 51).

4.2.3. Disclosure quantity and similarity

The subject of disclosure quantity and similarity has been
the focus in a variety of studies, such as analyzing earnings
calls (Frankel et al., 2010), identifying analyst value-added
for such earning calls (A. Huang et al., 2018), comparing
disclosures in general (Gaulin & Peng, 2022; Lang & Stice-
Lawrence, 2015), or in specific areas like MD&A (S. Brown
& Tucker, 2011). The consideration of these areas may also
be relevant to this thesis. For instance, S. Brown and Knechel
(2016) have used textual analysis methods to examine cer-
tain similarities between companies and their auditors.

Many of these and other studies determine similarity us-
ing the Vector Space Model (VSM). This model is also utilized
by search engines, for example, to respond to search requests
with matching websites. In the VSM, a text is represented as
an n-dimensional vector, where n is the number of different

10 Negation words considered are no, not, none, neither, never, nobody.

words and the value of the vector represents how often each
word occurs in the text (S. Brown & Tucker, 2011, p. 315).
This procedure is equivalent to the bag of words method,
which represents the information of a text in the same way.

Similarity is calculated as the cosine of the angle 6 (there-
fore, the model is also referred to as cosine similarity) be-
tween two vectors v; and v,, using Equation 4 (S. Brown &
Tucker, 2011, p. 316):

V1 Vo

vall Mvall lvalHvall

vl ‘Vz

4

Similarity =cosf =

Vi, Vo = vectors

[lvall, llvoll = vector length

0 = angle between vectors

The vectors and the vector length determine the similarity of
two sentences. The vector length is calculated by the square
root of the sum of all squared dimensions of a vector. The dot
product of the vectors forms the numerator, while the product
of the vector lengths forms the denominator. The following
example, which consists of two short sentences, illustrates
the concept (word counts are listed in Table 3).

Sentence 1: Sustainability is as important as com-
pany earnings, therefore we focus on sustainability.

Sentence 2: Sustainability impacts our earnings
and thus sustainability is important for our com-

pany.

. . . V1 v
Similarity gyqmpre = €00 = 43, 6206
= __ _0,5547 ©
14,4224

Vektor v, = (0,2,1,1,1,0,0,1,1,1,0,2,1,0,1)
Vektor v,= (1,0,1,1,0,1,1,1,1,0,1,2,0,1,0)
Vektor length ||v,|| =4

Vektor length ||v,|| = 3,6056

At first glance, the sentences seem to have some similarity.
Certain words appear in both sentences, while others appear
in only one. In both sentences, the word sustainability ap-
pears twice. A cosine similarity score of 0.55 is calculated for
the sentences. Scores between 0 and 1 are possible, where
two vectors of the same direction result in a score of 1 and
two orthogonal vectors result in a score of 0 (A. Huang et al.,
2018, p. 2853). The result itself is not conclusive for such a
small data set and without any reference results. Neverthe-
less, it is interesting to see how the score is calculated. For
example, half of the similarity score can be attributed to the
word sustainability, since this word increased the dot product
of the vectors from 4 to 8.

Cosine similarity also finds other applications such as pla-
giarism detection (Bochkay et al., 2023, p. 771). In order to
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Figure 1: Median excess returns by quintile based on proportion of negative words (Loughran & McDonald, 2011, p. 51)

Table 3: Word count of sentences

word v, count Vv, count
and 0 1
as 2 0
company 1 1
earnings 1 1
focus 1 0
for 0 1
impacts 0 1
important 1 1
is 1 1
on 1 0
our 0 1
sustainability 2 2
therefore 1 0
thus 0 1
we 1 0
Total 12 12

open the model to further research and to improve it, several
adjustments may be made. A first step is usually stemming,
where words are reduced to their stem to lower the dimen-
sionality of the vectors (Porter, 1980, p. 130), as described
in Chapter 2.4. Reducing the dimensionality leads to more
efficient processing of the data (S. Brown & Knechel, 2016,
p. 770). Most importantly, this simplification is also helpful
because in the vast majority of contexts, variations of the root
word do not change the content. Therefore, it is reasonable
that different variations of the same word increase text simi-
larity.

Besides stemming, word weighting is another important
customization option. Without any form of weighting, the

VSM does not differentiate between words. One possible ap-
proach is to underweight common words and overweight less
common words, as these are considered to be more relevant
to the content. Often, the dimensions of the vectors, which
reflect the number of individual words in the text, are mul-
tiplied by the logarithm of the function M/m. M represents
the number of all texts compared in the sample and m repre-
sents the number of texts containing the corresponding word.
This reduces the weight of frequently occurring words. Since
log(1) =0, words that occur in all texts (M=m) have a weight
of zero and do not influence the similarity analysis (S. Brown
& Tucker, 2011, pp. 316-317). Some studies even go a step
further and not only reduce the weight of common words,
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but discard them altogether if they occur in a larger fraction
of the sample (Hoberg & Phillips, 2010, p. 3782).

Finally, it is crucial to consider the text length. The
greater the length of the texts to be compared, the higher
the likelihood of common words occurring in both texts, thus
increasing their similarity (S. Brown & Tucker, 2011, p. 317).
Therefore, longer texts will naturally have a higher similarity
than shorter ones. This can be counteracted by integrating a
correction variable adapted to the respective study (S. Brown
& Tucker, 2011, pp. 343-344) or by normalizing the vectors
so that all vectors of a study have the same length (Hoberg
& Phillips, 2010, p. 3809). Text length itself can also be used
as an indicator of similarity. Brown et al. examine spillover
effects in qualitative corporate disclosures. Specifically, they
find that companies change their disclosures more if the in-
dustry leader, direct competitors, or an industry peer with
the same auditor receives comments from regulators, even
if their own disclosures were not criticized (S. Brown et al.,
2018, pp. 623-625). To get to this finding, Brown et al.
compared the absolute change in the number of words in
risk disclosures from one year to the previous year, assuming
that a change in the number of words also indicates a change
in the information contained (S. Brown et al., 2018, pp. 631,
636).

Chapter 4.2 outlined the fundamental practices of tradi-
tional textual analysis. The following chapter establishes the
methodological principles of NLP and machine learning for a
deeper understanding of the subject before a similar presen-
tation of the state-of-the-art methods is provided in Chapter
4.4.

4.3. Development of natural language processing and ma-
chine learning

Textual analysis has been utilized in academic research
for a long time, but the advantages offered by NLP have
brought the field to an advanced stage. Not all state-of-the-
art methods make use of NLB but it forms the basis for many
newer methods. Therefore, before listing the state-of-the-art
methods in the areas of readability, sentiment analysis, and
disclosure quantity and similarity, the framework around NLP
and related concepts will be further examined.

NLP offers the possibility to work with text in various
ways. In general, NLP models function by taking given tex-
tual data as an input, transforming it, and presenting a new
output as a result. In this transformation, NLP models dif-
fer in the way they operate. A first category includes rule-
based models. The transformation of a text in these mod-
els is performed by manually developed rules. For instance,
these rules may count the number of certain words or text
elements. Keywords can be counted to identify specific con-
tents of a text. Next to them, words defined as complex
or the number of sentences can be counted. It can also be
helpful to count words that have been previously assigned
to categories, such as words with positive or negative sen-
timent (Bochkay et al., 2023, p. 769). These simple trans-
formations are thus structured similar to traditional models
like the Fog Index or traditional sentiment analysis methods.

More complex are models like the VSM. Here, the input is
modified by representing textual data as a vector, which is
then transformed in a rule-based manner in a second step,
for example to perform a similarity analysis (Bochkay et al.,
2023, p. 771). However, NLP is not restricted to these specific
applications, but also facilitates innovative applications uti-
lizing machine learning models that exceed the current ones
presented.

Machine learning is a process where an algorithm gen-
erates a model from pre-existing data. The input data and
desired output data are defined, and the model attempts to
match the input data to the corresponding output data us-
ing defined rules. Once trained on the given training data,
the model is expected to be capable of applying this process
to new data sets. The training data is typically formed of a
small but representative portion of the overall data set to en-
sure that the machine learning algorithm works well on all
data (Zhou, 2021, pp. 3—4). Machine learning is thus clas-
sified as artificial intelligence, although, unlike many other
artificial intelligence applications, it relies on historical data
or training data. From this data, it is possible to identify pat-
terns that can be used for event prediction or classification
tasks (Alloghani et al., 2020, pp. 3-4).

There are various machine learning models that are ap-
plied in the domain of textual analysis. One of them is the
Naive Bayes model. The Naive Bayes model is a probabilis-
tic generative model that calculates outputs based on condi-
tional probabilities. It is mainly used for text classification
or topic detection, which is an area of analysis that was not
mentioned in the traditional methods, listed in Chapter 4.2,
but is still used in text analysis. For example, Brown et al. use
topic detection to determine whether it is possible to make
assumptions about the probability of fraud cases based on
company disclosures. They do not refer to measures such as
readability or sentiment analysis, but specifically to the con-
tent of the disclosures and whether this can be exploited with
the help of machine learning techniques to generate robust
probabilities for the existence of fraud (N. Brown et al., 2020,
pp. 238-239).

In the Naive Bayes model, similar to the bag of words
method, a text is considered as a vector. However, in this
model, the text is represented as a binary vector, so the fre-
quency of one and the same word is not relevant. The model
now requires texts as training data. From this data, the model
is able to determine the probability of certain parameters,
in this case words, occurring in a category. The probabili-
ties determined in the training phase can be transferred to
the subsequent prediction phase in order to assign uncate-
gorized texts to the category that the model considers most
likely. This is the category of texts representing most similar
vectors. The Naive Bayes model gets its name because it is
founded on the naive assumption that each probability of the
occurrence of a word is independent from the occurrence of
any other word. Thus, the joint probability of several specific
words occurring is equal to the product of the probabilities of
the individual words, which would not be the case in a real
setting (Aggarwal, 2018, pp. 123-125).
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Another example of machine learning is the nearest
neighbor classifier. This model classifies variables such as
text or separate text components into categories, similar to
the Naive Bayes model. The major difference is that the
nearest neighbor classifier does not require a learning phase,
but performs its classification decisions based on the train-
ing data only. A variable that is not included in the training
data set gets assigned to the category in which an already
categorized variable is located, which in the case of textual
analysis would be the text from the training data set that
was previously categorized and has the smallest deviation,
thus representing the nearest neighbor. The deviation is
calculated using cosine similarity (Aggarwal, 2018, p. 133).

Text regression is another popular machine learning ap-
plication in textual analysis. Due to the high dimensionality
of textual data, as discussed in Chapter 2.4, common regres-
sion methods, such as ordinary least squares regression, are
not suitable. The large number of different English words,
which represents the number of parameters in a regression,
usually even exceeds the number of observations in a sam-
ple. Instead, nonlinear regressions can be performed. The so
called classification and regression trees model is constructed
by iterating a text through all available branches of the de-
cision tree. The text is stripped down to the most informa-
tive features, which are the words identified as most relevant.
This can be done with the help of specific dictionaries. The
features are then grouped and iterated through the decision
tree, where the algorithm identifies more features that can
help with the categorization. At each level of the tree, the
algorithm selects features that best contribute to the sepa-
ration of categories, resulting in increasingly specific criteria
for classification. When a new data point, in this case a text
outside of the training data, is added for classification, it trav-
els along the branches based on the presence or absence of
certain criteria, in this case specific words, and ends up at the
end of a branch that determines the classification. In some
models, the data point can also land at multiple ends, which
are then weighted (Bochkay et al., 2023, pp. 771-772). Such
classification and regression trees can be used in sentiment
analysis, for example. The classification and regression tree
model enables the detection of correlations in the form of
a nonlinear regression by dividing variables into domains in
which they are homogeneous. Relationships are not mea-
sured along one variable, but rather by discrete features. In
the case of textual analysis, these features are words and are
evaluated within the context of an association, such as senti-
ment.

The models presented so far belong to the supervised ma-
chine learning group. This means that the models operate in
such a way that the training data is already correctly labeled
and the models therefore have a blueprint to which they can
refer. In contrast, there is unsupervised machine learning,
in which case the model has to recognize patterns without
classified training data (Alloghani et al., 2020, p. 4).

Topic modeling is one of the unsupervised machine learn-
ing models used in textual analysis. The most popular subset
is LDA, which was briefly introduced in Chapter 3.3. In this

unsupervised machine learning model, the algorithm detects
topics within a text by using probabilistic methods to iden-
tify words that are related to a topic. The algorithm is there-
fore used in topic detection within texts, but also for simi-
larity analysis, since texts with similar identified topics are
assumed to have a higher similarity (Bochkay et al. 2022:
772).

All of these supervised and unsupervised models are tra-
ditional models of machine learning. They offer advantages
over some other textual analysis methods, but also show their
own shortcomings. For example, traditional machine learn-
ing models have trouble recognizing complex contexts in the
learning process. This can result in an incorrect or insuffi-
cient algorithm that does not generate valuable outputs. An-
other weakness is that users manually define the investigated
features. For example, for readability, the number of charac-
ters or syllables are defined as examination variables. Finally,
it is necessary to train the models, which requires both time
and the availability of a suitable training data set. Deep learn-
ing methods can overcome these weaknesses (Bochkay et al.
2022: 772-773).

At the beginning of this chapter, the functionality of NLP
models was described, in which input data, such as textual
data, is transformed and subsequently represented in a mod-
ified form as output data. The models therefore have three
distinct layers: an input layer for the input of the data, a
second layer in which a transformation process is applied ac-
cording to the methods of the models described, and a third
output layer for the display of the data.

The process of deep learning is comparable, but varies in
the middle of the model structure, between the input layer
and the output layer. Instead of a straightforward transfor-
mation function, a so-called hidden layer is used. This layer,
in turn, can consist of several layers that are interconnected
(Aggarwal, 2018, p. 326). The hidden layer represents a
mathematical function that computes output values from in-
put values. This function itself is composed of several sim-
pler functions, the individual layers. It is the depth of the
layers within the model that gives deep learning its name.
The more layers a model has, the more complex tasks it can
solve. Each layer performs a unique function in the overall
transformation (Goodfellow et al., 2016, pp. 5, 8). Figure 2
shows a simplified deep learning model where a specific out-
put parameter is determined from various integer variables.
An example use case would be the categorization of textual
data. The hidden layer here has a depth of two and can be
extended many fold in more complex models.

Such models are also called Artificial Neural Networks
(ANN) because they resemble the neural network of the hu-
man brain (Bochkay et al., 2023, p. 773). The intersections
between layers are connected to form a network through
which information passes. Deep learning methods consisting
of ANNs find application in the processing of visual mate-
rial such as images and videos, audio material such as audio
tracks, and also In the processing of text and speech. Espe-
cially in textual analysis, Deep Learning offers enormous pos-
sibilities for the future, by considering words and sentences
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Figure 2: Multilayer neural network example (Aggarwal, 2018, p. 327)

in the context of the whole text (LeCun et al., 2015, pp. 436,
442).

The ANNs can be designed to process textual data as a
simple vector. A more reliable use, taking into account the
context of individual words, can be achieved by integrating
loops into the structure of the ANNs. Inputs and outputs are
not considered as single variables (words), but as dependent
sequential variables (sentences or text segments). Such mod-
els are useful, for example, in translation applications or the
in design of an artificial intelligence which is able to answer
questions (Aggarwal, 2018, pp. 342-343, 350-351). In ad-
dition, there are models that calculate output via so-called
attention. Here, the similarity of the input to different vec-
tor series which contain information is calculated first. The
higher the similarity, the higher the assigned weight. The
sum of the weighted vectors then provides information about
the measure of attention, allowing the model to focus on cer-
tain parts of the text depending on which information is im-
portant for the given input. Vaswani et al. propose that at-
tention weighting provides better output predictions than us-
ing loops in recurrent neural networks (Vaswani et al., 2017,
ppP- 2,3, 5,9).

The attention mechanism is used in state-of-the-art large
language models (LLM). LLMs are NLP models that have
large neural network architectures and are trained on large
sets of textual data. Open Al's generative pre-training (GPT)
language model ChatGPT is receiving tremendous attention.
Immediately after its launch in November 2022, it was the
fastest growing consumer application at the time and is now
among the top 20 visited websites worldwide with 1.5 billion
monthly users (Reuters, 2023, p. 1). Such GPT models are
able to perform similarity assessments or to classify texts, but
most of all they are known for their ability to answer ques-
tions through text generation. The models are built using
a combination of unsupervised pre-training and supervised
fine-tuning. The unsupervised pre-training is performed by
taking a large amount of unlabeled texts as training data and
transforming them into outputs using a multi-layer trans-

former decoder. The multi-layer transformer decoder works
according to the attention mechanisms described before,
where the transformation takes place over several layers
in order to perform a step-by-step refinement of the inter-
pretation of the text, from simple to complex contextual
relationships. Finally, the fine-tuning is carried out with la-
beled textual data for the different tasks of such a model.
The combination of unsupervised pre-training using the at-
tention mechanism and supervised learning at the task level
helps to bring the performance of GPT models to a new level
(Radford et al., 2018, pp. 2-4, 8).

Next to ChatGPT is the Bidirectional Encoder Represen-
tations from Transformers (BERT). BERT is an LLM with ver-
satile application possibilities. Like ChatGPT, BERT is built in
two steps. The first step of pre-training is done using a multi-
layer bidirectional transformer. The main difference between
the models is the direction in which they generate text. In
ChatGPT, the text is generated token'' by token or word by
word from left to right, as a human would read it. BERT uses
the Masked Language Model (MLM) instead. In the MLM,
random tokens or words are masked in pre-training, making
them unrecognizable to the model, so that they can be pre-
dicted based on the surrounding words. The advantage of
MLM is that texts are not only generated from left to right so
that only the preceding words in the pre-training influence
the predictions, but also the following words. The second
step of fine-tuning is performed as in the GPT models, using
labeled textual data that is required for the particular appli-
cation. The pre-trained version of BERT is designed so that
fine-tuning can be performed by adding a single additional
layer to the ANN, allowing it to be built on top of the base
model with minimal effort (Devlin et al., 2019, pp. 4171-
4174).

Both models are pre-trained with a very large amount
of data and thus can be referred to as LLMs. There is no

11 Tokens are sequences of letters that are somewhat similar to words. On
average, 100 tokens correspond to approximately 75 English-language
words (https://platform.openai.com/tokenizer).
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clear boundary at which NLP models are considered as a
LLM. Chelba et al. have designed a benchmark for language
modeling that contains one billion words (Chelba et al.,
2013, pp. 1-5). When using such a huge benchmark, it is
reasonable to describe a model as an LLM. ChatGPT uses
the BooksCorpus'”? database for pre-training, which con-
tains about one billion words, comparable to the Chelba et
al. benchmark. BERT is pre-trained with the BooksCorpus
database as well as with English Wikipedia and thus has ac-
cess to well over three billion words. Both models do not
use the Chelba et al. benchmark because it provides a shuf-
fled sentence-level corpus. The sentences and words within
the database have been randomly distributed, so that the
models that access the benchmark only consider the actual
relationship between the words, and not the natural order of
those words (Chelba et al., 2013, p. 2). However, this order
is fundamentally relevant in the case of ChatGPT and BERT.
Throughout the use of BookCorpus and Wikipedia, it is pos-
sible for the models to investigate long contiguous sequences
(Radford et al., 2018, pp. 4, 5; Devlin et al., 2019, p. 4175).

4.4. State-of-the-art methods

4.4.1. Readability

The previous chapter introduced the principles of NLP
models. First, rule-based models were briefly presented, fol-
lowed by machine learning models, including supervised and
unsupervised models. Finally, ANNs were discussed and it
was shown how they are applied in popular LLMs. Based
on this foundation, the state-of-the-art models in the areas
of readability, sentiment analysis, and disclosure quantity
and similarity are presented now to complete the detailed
overview of textual analysis methods. A comparison with
the traditional models as well as an in-depth methodologi-
cal insight then allows to identify the methods suitable for
the research questions of this thesis.

In the area of readability, the Fog Index has been very pop-
ular. Weaknesses such as insufficient applicability to business
texts or the classification of words as complex, when they ac-
tually tend to be easily readable, have been identified and
countered by alternative measures such as the Bog index.

Loughran and McDonald find another measure that out-
performs traditional readability indices: the 10-K document
file size. The authors look at the file size of 10-Ks filed with
the SEC. These files are highly standardized and presented
in HTML format. Loughran and McDonald find that larger
file sizes are associated with lower readability. The results
are both strongly correlated with traditional readability mea-
sures and consistent with Loughran and McDonald’s defini-
tion of readability that higher readability leads to less am-
biguity in valuation, which the authors demonstrate in their
research.

12 BookCorpus is a database of novel books written by unpublished authors
and contains over 11,000 books in genres like romance, history, and ad-
venture (BookCorpus, 2023).

File size as a readability measure is as simple as one can
imagine and requires very little adjustment before use, mak-
ing it less prone to errors than other measures. However, it
is questionable whether this measure can be applied to other
texts such as sustainability reports. Given that readability
is a measure of the ease with which value-relevant informa-
tion can be extracted, file size works mainly on the simplistic
premise that a higher quantity of textual data makes it more
difficult to extract relevant information (Loughran & McDon-
ald, 2014, pp. 1646, 1650, 1658-1658, 1667-1668).

Sustainability reports are very heterogeneous. The large
variation in report length could yield significant results in the
readability analysis, but it is debatable whether a longer sus-
tainability report increases the difficulty of extracting value-
relevant information or whether it just contains more infor-
mation. It is also possible for the same information to be
presented differently in two reports, one with a brief version
and one with a more detailed version. While the longer ver-
sion may be easier for the reader to understand, it would
reduce readability in this model due to the increased file size
(Bochkay et al., 2023, p. 779).

The approach of Loughran and McDonald is a method
that does not take advantage of the developments in the field
of NLP and machine learning that are described in Chapter
4.3. However, other state-of-the-art readability methods in-
creasingly rely on them. Machine learning can be utilized
to build an accurate model from available components that
best fit a particular research question. Table 4 lists different
features that can be used in readability analysis, divided into
categories.

Shallow features, such as the length of words or sen-
tences, the ratio of simple words, or the ratio of different
terms, are used in traditional models and form the basis
of readability analysis. Morphological features capture how
words are used in relation to their stem words, and thus
can capture complexity and grammatical features. These fea-
tures get lost in many traditional models because stemming
is used to reduce the dimensionality of such words back to
their root. Syntactic features capture the frequency of cer-
tain word combinations or sentence structure, which also of-
ten get lost because of the use of the bag of words approach.
Semantic features evaluate readability at the content level,
going beyond other methods. For example, the use of many
synonyms decreases readability, as a low reading level audi-
ence is more likely to require a simplified vocabulary. An-
other semantic feature is cohesion, which uses similarities to
measure how well sentences merge into each other. An easy
transition through a higher similarity of the last words of one
sentence to the first words of another sentence increases the
readability of a text (Madrazo & Pera, 2020, pp. 4-6).

Once the analysis methods have been grouped, machine
learning can be applied to determine the most effective meth-
ods for a particular use case. This can be done by training
the model with only one category of analysis methods at a
time and then comparing the results. Such a comparison can
show, for example, that the shallow features are more accu-
rate than the morphological features, or that the semantic



A. Grommes / Junior Management Science 10(1) (2025) 201-235 219

Table 4: Textual features (for definitions of terms see Madrazo and Pera (2020, pp. 4-6)

Shallow Features Morphological Features

Syntactic Features Semantic Features

Word length Inflection ratio
Sentence length
Ratio of simple terms

Ratio of different terms

Morphological phenomena frequencies

Part of speech ratio Synonym usage
Dependency tree complexity ~Semantic closeness
Cohesion

features are less accurate than any other group of features.
Furthermore, it can also be determined which features within
the categories have the greatest influence, so that, for exam-
ple, the outcome of the shallow features predominantly de-
pends on the result of the individual features word length
and sentence length (Madrazo & Pera, 2020, pp. 4-6). Ac-
cordingly, the machine learning process does not consist of
a single process in which the textual data passes through a
very large number of layers. Instead, it is divided into several
sub processes, each with a fewer amount of layers. On the
one hand, ineffective criteria can be filtered out to reduce the
computational effort compared to an all-encompassing pro-
cess. At the same time, the accuracy of the analysis can be
improved by eliminating features that take the wrong path in
the learning process and lead to uninformative results.
Another way to apply machine learning in readability
analysis is to compare not only criteria, but also entire mod-
els. Such comparisons would not be feasible without the au-
tomation possibilities offered by machine learning due to the
high engineering costs. Comparing models works similarly to
comparing analysis features. All models are fed the same tex-
tual data to ensure comparability, the results are compared
with each other in terms of the output or classification accu-
racy, and only the best model is used in actual research be-
yond the training data set. To go one step further, the models
can then be combined with each other. For example, it may
be found that one model, e.g. BERT, has a word prediction ac-
curacy of 90 %, and another model, e.g. GPT, has an accuracy
of 85 %, but using both models in combination achieves an
even higher accuracy than either model separately, because
the strengths of one model compensate for the weaknesses of
the other. By having multiple models work together and com-
bining their predictions, an overall more robust and powerful
result can be achieved. Combining models can be performed
through different approaches, such as categorizing the input
text into the category predicted by the majority of models
(if more than two models are combined), or weighting the
results of the models according to their individual accuracy
(Filighera et al., 2019, pp. 335-336, 338-340, 344-345).
Readability models are being criticized for not being
transferable between different types of text (Bochkay et al.,
2023, p. 780). It is not worthwhile evaluating metrics that
are of little importance to a text’s target audience (Loughran
& McDonald, 2020, p. 28). Schoolbook texts should be ac-
cessible to students and adapted to their experience and
reading ability. However, financial statements or earning call
transcripts are not likely to be read by lower-level students,

but by more experienced readers who can be expected to
comprehend a certain level of complexity.

Martinc et al. show that supervised and unsupervised
NLP models are able to assess readability across different au-
diences. Using methods similar to those of Madrazo et al.
and Filighera et al., they prove this by using diverse training
data sets. Martinc et al. use text sources, such as educa-
tional materials, which are classified by reading ability, age
group, or grade, but also large databases, such as Wikipedia.
These databases are classified into different readability lev-
els, such as simple, balanced, or normal. Readability can then
be measured by an adjustable score that takes into account
the reading skills of the respective audience (Martinc et al.,
2021, pp. 241, 152, 166-169, 172-175).

Technological advances in NLP and machine learning al-
low for multifaceted readability research, partly through a
more efficient evaluation of traditional metrics and partly
through new developments. Measuring readability can pro-
vide valuable information to companies. It allows them to
assess their qualitative disclosures to determine if those dis-
closures are comprehensible for their stakeholders. At the
same time, legislators, internal and external regulators and
other readers of disclosures can benefit from the results of
such measures.

However, the level of readability must be relevant to the
research question. Otherwise, it represents nothing more
than an indicator without any particular meaning, which
at worst is a reflection of the complexity of the company
(Loughran & McDonald, 2020, p. 28).

4.4.2. Sentiment analysis

Various applications of sentiment analysis were intro-
duced in Chapter 4.2.2. Traditional methods measure senti-
ment by counting the number of words in a text, which are
classified into sentiment categories using dictionaries. The
greatest potential for improvement in these methods lies in
the improvement of these dictionaries. The creation of a dic-
tionary specifically for the finance and accounting domain,
instead of the commonly used H4N, has had a major im-
pact on sentiment analysis research (Loughran & McDonald,
2011, pp. 61-62). The application of machine learning to the
field is likely to be even more significant. Machine learning
methods eliminate the need for dictionaries to assess senti-
ment. Instead, the classification of texts or text segments is
performed by an algorithm that is trained on data samples
to detect the tone of a text. This approach promises a more
accurate classification than methods that rely on dictionaries
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(Hartmann et al., 2023, pp. 76, 78).

Traditional machine learning works in the same way as
supervised learning described in Chapter 4.3. The algorithm
receives texts as training data that are pre-labeled with the
corresponding sentiment. This approach is used, for exam-
ple, by Azimi and Agrawal to extract information from the
sentiment of 10-Ks. They find that both positive and negative
sentiment can predict abnormal returns. Chen et al. already
had similar findings in 2014 when analyzing SeekingAlpha
articles (see Chapter 2.4), but Azimi and Agrawal’s results
differ in that they look at a different dataset with 10-Ks and
that they analyze a much larger sample with over 200 million
sentences. At the same time, their results are also significant
for positive sentiment, in contrast to those of Chen et al. who
could not find significant results for other sentiments besides
negative tone (Azimi and Agrawal, 2021, pp. 2, 10, 20-21,
32; H. Chen et al., 2014, p. 1337). This might be because the
machine learning approach is capturing relationships that are
not apparent through the wordbook approach, but there also
may be other reasons for this.

Machine learning has a significant advantage over dic-
tionary approaches, as it is capable of consistently captur-
ing sentiment over multiple periods. This is possible due to
the volume and timeliness of the training data. Dictionaries
can only capture a status quo and may have a lack of actual-
ity.'® Therefore, state-of-the-art methods are often preferable
to dictionary methods. Nevertheless, traditional dictionary
methods can be used if the temporal context does not mat-
ter and it is only the occurrence of individual words that is
crucial for the research question, or if the cost of the more
complex implementation of machine learning exceeds the
benefit of more accurate classification (Frankel et al., 2022,
pp. 5515, 5522-5524, 5529).

Even more accurate than traditional machine learning
methods is the application of contextual deep learning to sen-
timent analysis. Although classical machine learning outper-
forms the dictionary approach, these methods, such as VSM
or Naive Bayes, represent texts as bag of words and are thus
subject to the problems described earlier. Algorithms that
capture contextual information from word embedding, as in
ANNSs, can also capture the surrounding context and associ-
ated sentiment (Heitermann et al. 2023: 79). This is facili-
tated through the attention mechanism discussed in Chapter
4.3.

Sentiment analysis is also being used in areas other than
financial and accounting, such as economics, political sci-
ence, and medical research. A multidisciplinary study by
Col6n-Ruiz and Segura-Bedmar finds that LLMs have the
highest accuracy for sentiment analysis. While traditional
machine learning models, such as VSM, perform well espe-
cially with a large amount of training data, LLMs dominate
the field, in particular the BERT algorithm. It delivers slightly
better results than competing models, but at the expense of

13 An example of this are the results of Long et al. (2023) presented in chap-
ter 3.2, which could only be achieved by the authors creating a new dic-
tionary adapted to time and context.

higher computational costs (Colén-Ruiz & Segura-Bedmar,
2020, pp. 1, 5-6, 9-10).

Since BERT is a pioneer in the field of LLMs, the model
will now be the subject of a more detailed discussion. BERT is
a pre-trained model, simplifying its use for users by eliminat-
ing the need to navigate through the underlying complexity.
In order for BERT to be able to precisely adapt the analysis
to research questions, only the fine-tuning of the model has
to be performed. Here, BERT can achieve better results than
traditional approaches even with only a few hundred train-
ing samples (Siano & Wysocki, 2021, pp. 6, 27-28). BERT is
pre-trained according to MLM, enabling the model to predict
missing masked words or to predict subsequent sentences.
BERT is publicly available at no cost. While the algorithm
requires high computational power, Google allows free use
of online graphics processing units to operate BERT, so the
model has few barriers for usage (Siano & Wysocki, 2021,
pp. 7, 17, 22).

In contrast to dictionary models, the operation of LLMs
is more complex and difficult to comprehend. However, it
is feasible to verify that such models actually capture senti-
ment from the context of information in a text, as they are in-
tended to do, by deleting or changing words in manual tests.
Siano and Wysocki have performed such tests and found that
BERT still performs better than traditional models even when
key words that would have influenced sentiment in the word-
book approach are deleted. Although the accuracy decreases,
this evaluation indicates that BERT generates its predictions
based more on the context of a text than on the word count,
as in the case of wordbook approaches. Furthermore, BERT
loses much of its predictive power when words in a text get
randomized, which again suggests that the model delivers on
its promise and, unlike bag of words models, extracts infor-
mation from the structural organization of a text (Siano &
Wysocki, 2021, pp. 20, 25-26).

In addition to its many advantages, BERT also has some
limitations. The biggest one is probably the limitation of to-
kens. Currently, texts with a maximum of 512 tokens can
be analyzed. A token usually corresponds to a word or, de-
pending on the tokenization, to only a fraction of a word.
Therefore, lengthy texts, which would certainly include sus-
tainability reports, cannot be analyzed as easily with BERT.
Researchers can apply workarounds by selectively or ran-
domly analyzing individual text components, or by analyz-
ing each text component one at a time in a scrolling pattern.
However, advances in machine learning and general tech-
nological progress offer hope that computational power will
increase and these limitations will fade (Siano & Wysocki,
2021, pp. 9-10, 30).

BERT has been used and developed by researchers in var-
ious fields. One of the most important developments is Fin-
BERT, a fine-tuned version of BERT specialized for the finan-
cial domain. Loughran and McDonald have already identi-
fied that the financial domain language differs significantly
from general language and have revolutionized textual anal-
ysis in this field with their own dictionary (Loughran & Mc-
Donald, 2011, pp. 49-50). Huang et al. follow this example
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by adapting the new state-of-the-art to the financial domain.
They do this by pre-training BERT with a large number of
texts with financial context like corporate disclosures, finan-
cial analyst reports and earnings conference call transcripts.
These texts help FinBERT to better process tasks related to
financial information. In total, 4.9 billion tokens are used
for fine-tuning, which even exceeds the population of the
pre-training for the plain BERT version. FinBERT has been
compared to other LLMs as well as traditional text analysis
methods and outperforms them, as well as untrained BERT,
when applied to finance-specific texts, but also when applied
to texts related to the Environmental, Social and Governance
(ESG) domain (A. Huang et al., 2022, pp. 8-9, 19).

Sentiment analysis has benefited from machine learning
and NLP developments, which have led to new techniques
and models that can significantly improve the accuracy in this
field. The third main area of textual analysis considered in
this thesis, disclosure quantity and similarity, also benefits
from these developments.

4.4.3. Disclosure quantity and similarity

While traditional methods determine similarity, using the
bag of words approach, researchers are now increasingly uti-
lizing machine learning techniques to determine similarities
between texts. In traditional methods, similarity is mainly as-
sessed by overlap in word usage. Matching words or tokens
in two texts increase the similarity score. Instead of single
words, sequences of words can also be considered. Thus, the
similarity score increases when word sequences, usually con-
sisting of two to four words, appear in the texts to be com-
pared. These traditional techniques can be further adapted,
for example by applying frequency weighting. Here, less fre-
quent words are given a higher weight under the assumption
that they contain more information. The similarity between
documents increases, especially when rare words or word se-
quences overlap (Gaulin & Peng, 2022, pp. 2-3, 12-13).

With the help of deep learning, word embedding algo-
rithms are able to recognize similarity in texts without be-
ing limited to the occurrence of individual words or word
sequences. For this purpose, the algorithm uses a sophisti-
cated method in which it scans the text for predefined words
and builds vectors from the surrounding words that are near
the searched word. This nearness can be defined by a cer-
tain distance, e.g. up to ten words before or after the target
word. These words are context words and are used to cap-
ture the relationship of the target word to its environment.
The vectors of these context words are placed in the same
vector space as the searched word, so that both grammati-
cal and semantic relations between words can be captured.
This allows for a deeper and more nuanced representation of
textual content (Gaulin & Peng, 2022, p. 34).

When used in combination with cosine similarity (de-
scribed in Chapter 4.1.3), word embedding algorithms are a
powerful tool for accurately measuring disclosure similarity.
Traditional methods based on the bag of words approach can
still provide decent results if the research question is primar-
ily based on word choice and less on the context of the texts

(Bochkay et al., 2023, p. 781). In summary, however, this
area of textual analysis also benefits from the new technical
possibilities offered by NLP

The literature review of the finance and accounting do-
main in Chapter 3 and the comprehensive presentation of
traditional and state-of-the-art methods in Chapter 4 form
the first main part of this thesis. The insights obtained from
this study are significant for the following second main part
of the thesis. This section will present a textual analysis ap-
plication to a case in the accounting domain. This case is
covered in the following chapters.

5. Hypotheses development

5.1. The relationship between auditing and compliance with
regulatory requirements

At the outset of this thesis, it was noted that sustainability
reporting varies greatly from company to company. Further-
more, according to the NFRD, EU member states still have the
opportunity to opt out of mandatory external audits for sus-
tainability reporting. In addition to heterogeneity in terms of
content and structure, the audit of sustainability reports is an-
other criterion for differences in some EU countries, as many
companies voluntarily have their reports externally audited
with limited assurance, some even with the higher assurance
level of reasonable assurance.

To address the issue in more detail, the fundamental theo-
ries in the areas of sustainability reporting and auditing were
examined first, followed by an extensive discussion of the tex-
tual analysis methodology. This included a summary of the
principles of the methodology and a literature review in the
financial and accounting domain. The fundamental theories
considered in the area of auditing have been narrowed to the
essential principles and have further emphasized the effects
of the audit on the reliability of disclosures.

Literature indicates that auditors can also serve as in-
termediaries to support company compliance with regula-
tions. This is because they possess comprehensive knowledge
through their activities and their diverse structure (Walker,
2014, pp. 214-215). Therefore, the role of the auditor can
not only increase regulatory compliance, but also increase its
effectiveness in general (King, 2007, p. 213).

In qualitative research, Walker found that companies in
the Australian trucking sector that participated in a voluntary
compliance program achieved better performance and gener-
ated higher social value if they involved auditors in this pro-
cess (Walker, 2014, pp. 215-216, 221). This example is not
directly related to the thesis content wise, but the underlying
structural relation is the same. Similar as in the Australian
trucking sector case, European companies have the option to
involve external auditors in a process voluntarily. Submitting
reporting components from the non-financial reporting to an
audit imposes additional auditing fees for companies, but can
also provide benefits such as potentially increasing the relia-
bility of the reporting in accordance to attribution theory or
achieving a higher level of compliance with legal reporting
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requirements, which is desirable for both the company and
its stakeholders. From the related example and the theories
presented, the following hypothesis can be stated regarding
the impact of an external audit on the quality of sustainability
reporting:

H1: Audit assurance for sustainability reports in-
creases their compliance with regulatory require-
ments.

In Chapter 6.2, this is addressed by a more detailed ex-
amination of the requirements of the EU taxonomy as well as
currently applicable and forthcoming auditing standards and
the determination of the relevant dependent variables.

5.2. The relationship between the extend of corporate sus-
tainability and reporting quantity and audit demand

In addition to the influence of the audit on the quality
of sustainability reporting, there may be other factors that
influence both reporting and the circumstances whether an
external audit takes place. Chapter 2.2 discussed the major
theories that determine whether and to what extent compa-
nies are willing to engage in voluntary reporting. The volun-
tary disclosure theory suggests that companies will only vol-
untarily disclose information if their benefits outweigh their
costs. There is already much evidence within this theory. For
instance, research has shown that firm characteristics signifi-
cantly drive corporate disclosure. Firm size, for example, has
a generally positive impact on disclosure as reporting exper-
tise usually increases with growing firm size, but also because
larger firms are subject to greater public exposure and have
to legitimate themselves to a greater extent. Other firm char-
acteristics, such as the degree of internationalization, board
size, or media exposure, also affect voluntary corporate dis-
closure (Zamil et al., 2023, pp. 247, 249, 252).

Corporate sustainability is a comparatively less studied
driver in this context. However, it is possible that sustainable
companies report on their sustainable activities overpropor-
tionally in order to benefit from it. To address this research
gap, the following hypothesis is posed:

H2: Companies that are acting sustainable disclose
a higher quantity of information in their sustain-
ability reports.

The degree of sustainability of companies’ actions here is
defined in a simple manner using existing sustainability rat-
ings. The quantity is measured using the file size of sustain-
ability reports in an adjusted form, based on the methodology
of Loughran and McDonald (2014). The detailed research
design and and use of the variables is presented in section
6.3.2.

Reporting requirements have an undeniable influence on
this as well. When regulatory bodies impose mandatory dis-
closures, these disclosures are more likely to be made (Duran
& Rodrigo, 2018, p. 14). The implementation of voluntary
requirements, such as the GRI, can be a significantly driver

in the reporting landscape as well (Dissanayake et al., 2019,
pp. 102-103).

A less studied influence is the impact of auditing. As vol-
untary disclosure is performed only if a company’s benefits
outweigh the related costs, this theory could also be applied
to voluntary audits of disclosures. According to attribution
theory, positive information is more likely to be doubted than
negative information. Therefore, it would be more reason-
able for companies to undergo a voluntary audit if the infor-
mation contained in their disclosure is predominantly posi-
tive, which leads to the following final hypothesis:

H3: Companies that are acting sustainable are
more likely to demand voluntary assurance of their
reports.

This hypothesis expands on the voluntary disclosure theory
by shifting the focus from disclosure itself to the voluntary
submission of voluntary disclosures as well as non-voluntary
disclosures to an external audit.

H1 represents the central hypothesis of this thesis. The
secondary hypotheses H2 and H3 are indirectly related to it
and can provide further insights into the research area of sus-
tainability reporting. However, they will only be addressed
to a more limited extent.

The next chapter first describes the data gathered to ad-
dress the hypotheses. This is followed by an exposition of
the underlying research design. Next, the focus shifts to the
determination of the dependent variables in regard to the
hypotheses under consideration. Finally, the results are dis-
cussed.

6. Data and research design

6.1. Sample data

The sustainability reports of a subset of companies re-
quired to report under the NFRD, which are large compa-
nies within the EU with an average number of at least 500
employees (European Union (EU), 2014, p. 4), are now ex-
amined in order to investigate the three hypotheses of this
thesis. In total, the requirements of the NFRD affect approxi-
mately 10,000 companies. The CSRD will extend the scope of
application by including medium-sized companies to approx-
imately 50,000 companies (KPMG, 2022, p. 37), beginning
from financial year 2024. Also crucial for the verification
of the hypotheses is the distinction that an audit with lim-
ited assurance is mandatory under the CSRD, whereas under
the NFRD there is still an option at EU member state level
to exempt companies from this requirement. Due to time
constraints, this thesis does not examine all companies af-
fected by the NFRD, but only a subsample, which consists of
all companies listed in the German Stock Index (DAX) and
the Midcap DAX (MDAX). This subsample contains 90 com-
panies, which corresponds to about one percent of the overall
affected companies, so that the results may not be uncondi-
tional replicable at the EU level. Germany was chosen as
the country of analysis, as it is the country with the most
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G250 companies within the EU'* (KPMG, 2022, p. 75) and
could therefore take on a pioneering role in reporting issues.
Furthermore, Germany has exercised its right to opt out of
the mandatory audit of sustainability reporting. Only in this
way is it possible to verify the hypotheses presented. The as-
surance rate in the sample is 77 %, which is slightly higher
than the G250 overall (63 %) (KMPG 2022: 24). Appendix B
presents additional descriptive statistics on the sample data.

The dependent variables are gathered with the help of
textual analysis methods outlined earlier in this thesis. Chap-
ter 6.2 discusses the research design and the associated align-
ment of the dependent variables, while the actual gathering
of the variables is described in Chapter 6.3.

6.2. Research design

To analyze H1, it is first necessary to define how compli-
ance with regulatory requirements can be assessed. It is then
important to determine which of the textual analysis meth-
ods, presented in Chapter 4, are appropriate for the assess-
ment.

There is no clearly defined benchmark for reporting re-
quirements compliance. This is because the reporting land-
scape itself is complex, ambiguous and sometimes even con-
tradictory. Interregional standards such as the GRI Report-
ing Framework are opposed to the first drafts of sustainabil-
ity standards from the International Sustainability Standards
Board, supplemented by national regulations within the indi-
vidual countries. The EU’s attempt at harmonization further
adds to the complexity. The requirements of the NFRD could
not provide the desired effects. The inadequate specification
of the directive has resulted in a lack of information within
the reported data. The options of the EU member states, such
as the requirement for an audit, but also the disclosure op-
tions that allow to disclosure sustainability reports within or
outside the management report, make it difficult to compare
information between companies. The recently enacted EU
taxonomy regulation imposes further requirements on com-
panies (Velte, 2023, pp. 1-2).

Reporting quality cannot only be derived from the regu-
latory requirements themselves. The relevant auditing stan-
dards may also be informative. Auditing standards exten-
sively discuss regulatory requirements and provide guidance
to auditors on how they can perform audit procedures.

While there are numerous auditing standards covering a
variety of areas in financial reporting, the ISAE 3000 (Re-
vised) in particular provides comprehensive coverage of the
subject of non-financial reporting. The majority of compa-
nies in the sample refer to the standard in various places
within their sustainability reports. The ISAE 3000 (Revised)
explicitly covers all assurance engagements that do not in-
clude historical financial information, which also goes for

14 In Germany there are 13 G250 companies. There are also 13 G250 com-
panies in France, although France has not exercised the option for EU
member states to be exempt from the audit, and therefore sustainability
reports of companies that meet the size criteria are required to undergo
an external audit (Reuters, 2021, p. 2).

the non-financial reporting, and has the objective of provid-
ing reasonable or limited assurance on that information (In-
ternational Auditing and Assurance Standards Board, 2013,
pp. 5-6). The auditing standard is extensive. It describes
the requirements for complying with the standard, including
areas such as audit planning, the determination of materi-
ality and the required content of the auditor’s report. Be-
cause the ISAE 3000 (Revised) covers such a wide range of
topics, it does not provide many specific audit guidelines or
requirements in terms of the content of the auditor’s report.
However, it does give some guidance for determining when
reporting can be considered compliant. First, in its objec-
tives, the standard states that limited or reasonable assurance
can be obtained when the subject matter information is free
of material misstatement (International Auditing and Assur-
ance Standards Board, 2013, p. 6), as is the case with other
auditing standards. It also defines the mandatory character-
istics of relevance, completeness, reliability, neutrality and un-
derstandability for published information (International Au-
diting and Assurance Standards Board, 2013, p. 12). Using
these characteristics as evaluation criteria, compliance can
be more specifically defined. In addition, the ISAE 3000
(Revised) states that inconsistencies indicate material mis-
statements (International Auditing and Assurance Standards
Board, 2013, p. 20), so inconsistent information within sus-
tainability reporting or inconsistencies between financial and
non-financial reporting may also indicate a lower level of
compliance.

Despite its naming, the ISAE 3000 (Revised) is in need of
improvement. When it came into force a decade ago, the area
of non-financial reporting covered by it was much smaller
and less complex. Furthermore, the importance of this in-
formation has increased dramatically over the years. As a
result, new auditing standards are being developed, that will
eventually replace the ISAE 3000 (Revised). For the Ger-
man market, the Institute of Public Auditors (Institut der
Wirtschaftspriifer: IDW) has published two drafts for new
auditing standards. These drafts address the substantive au-
dit of non-financial reporting with reasonable assurance and
limited assurance, respectively.

The drafts are based on the ISAE 3000 (Revised), but are
subject to considerable uncertainties of interpretation and
therefore may not be used by auditing firms for current au-
dits, also due to their status as drafts and not as finalized
auditing standards (IDW Verlag, 2022b, p. 1; IDW Verlag,
2022a, p. 1). The drafts do, however, reveal a certain direc-
tion in which the audit procedures for ensuring the quality
of sustainability reporting are being intensified and on what
they are based. For example, the drafts IDW EPS 990 and
IDW EPS 991 refer to the requirements of the EU taxonomy
in many places, starting with the scope of application of the
future standards to companies included within the EU tax-
onomy (IDW Verlag, 2022a, p. 4) to the performance of au-
dit procedures according to the information categories of the
EU taxonomy (IDW Verlag, 2022a, pp. 26, 29). Furthermore,
the drafts explicitly state that the absence of information re-
quired by the EU taxonomy is generally to be considered as a
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material misstatement (IDW Verlag, 2022b, p. 31; IDW Ver-
lag, 2022a, p. 30). Other sections focus on the assessment
of the process for the identification of taxonomy-eligible eco-
nomic activities.

Measuring regulatory compliance is challenging, as there
are many requirements from different regulatory bodies. The
requirements of the NFRD are currently in force but are al-
most obsolete. The CSRD, which is supposed to replace the
NFRD, has not yet come into force. GRI standards exist in
parallel and the IFRS Foundation is working on separate new
standards. As far as auditing standards are concerned, com-
panies mostly refer to ISAE 3000 (Revised), which is effec-
tive but also somewhat outdated. New auditing standards
are still being implemented. The EU taxonomy, on the other
hand, differs from other regulatory requirements. Its for-
mally adoption in 2021 is relatively recent while it is also
already effective for reporting of the recent financial year,
2022 (European Union (EU), 2020, p. 18). The frequent ref-
erence of the IDW in new auditing standards underlines the
relevance. Due to these factors, this thesis employs the EU
taxonomy requirements as a benchmark for regulatory com-
pliance in general.

The EU taxonomy has been applied on a mandatory ba-
sis for the second time in the last fiscal year of 2022. In this
year, non-financial companies were required to report on el-
igibility and alignment of their activities for the first two of
the six taxonomy objectives. At the same time, financial com-
panies were only required to report on the eligibility of their
activities, but not on their alignment. The reporting require-
ments will gradually increase until the financial year 2025, at
which point companies will be expected to report fully on all
six environmental targets. This reporting includes the identi-
fication of eligible activities, an assessment of whether these
activities contribute to at least one of the six objectives while
not harming any other objective, and the compliance with
the minimum safeguards set of the taxonomy. This ensures a
consistent identification of activities to be considered sustain-
able for the purpose of determining the relevant indicators
(PricewaterhouseCoopers, 2023, p. 10).

The EU taxonomy demands, on the one hand, informa-
tion on the proportion of a company’s turnover as well as its
investment and operating expenditure, which can be classi-
fied as sustainable according to the taxonomy (Pricewater-
houseCoopers, 2023, p. 23; European Union (EU), 2020,
p- 17). Disclosing these metrics provides insight into the
current contribution to environmental goals as well as pro-
jecting future contributions. On the other hand, qualitative
information must also be provided explicitly. Both the com-
putation logic and the key elements of the indicators need to
be disclosed. This qualitative information highlights the tran-
sition process from taxonomy-eligible activities to taxonomy-
aligned activities (European Commission, 2022, pp. 7-8, Eu-
ropean Commission, 2021, p. 4).

The definition of regulatory compliance proves to be dif-
ficult due to the many different regulatory bodies involved,
although the requirements of the EU taxonomy were iden-
tified as a suitable quality characteristic as they are in use

today and not going to be superseded by new regulations
in the near future. The mandatory requirements for the first
two objectives of the taxonomy, climate change mitigation and
climate change adaptation, are appropriate for the analysis
of this thesis, since in addition to the key figures, qualita-
tive information is explicitly required, which can be evalu-
ated with the help of textual analysis methods. However, it
should be noted that these do not represent an exhaustive
quality feature of sustainability reporting. Other approaches
to measuring the quality of sustainability reporting are also
conceivable.

In order to analyze H1, it is crucial to identify not only the
contents to be considered, but also the method most suitable.
The detailed presentation of known methods in Chapter 4
serves this purpose. These methods can be divided into three
main categories: readability, sentiment analysis and disclosure
quantity and similarity. Within these main categories, the
compatible individual methods can then be determined on
the basis of the correspondence between the objectives of the
method and the research question, as well as on the basis of
restrictions, e.g. due to lack of time, computing power or
other limited resources.

The measure used to assess the quality of non-financial
reporting is the extent to which the relevant sections of the
reporting comply with the requirements of the EU taxonomy.
To assess those extracts, not only their content but also their
characteristics are evaluated, more precisely the character-
istics that are also listed in the currently relevant auditing
standard ISAE 3000 (Revised) and which are also relevant
for various other contents in financial and non-financial re-
porting: relevance, completeness, reliability, neutrality and un-
derstandability (International Auditing and Assurance Stan-
dards Board, 2013, p. 12). The fulfillment of these character-
istics indicates reporting quality. Trying to link the character-
istics with textual analysis methods (overview in Table 2), un-
derstandability can intuitively be covered by readability mea-
sures. A text that is easily readable may not always be un-
derstandable. Still, high readability facilitates the reader’s
comprehension, while poor readability makes reporting more
difficult to understand. Next, neutrality can be assessed by
various methods of sentiment analysis by examining whether
the extracts show certain sentiments, such as positively for-
mulated language, which indicates a lack of neutrality. Thus,
understandability can be analyzed quite well with readability
measures and neutrality can be analyzed with sentiment mea-
sures. Relevance, completeness and reliability tend to be less
intuitive. It is reasonable to argue for analysis methods from
the group of disclosure quantity and similarity to compare the
extracts with the requirements of the EU taxonomy, but such
an approach is likely to be less precise than the assessment of
the characteristics of understandability and neutrality, where
the methods correspond to the research problem more well.

To overcome this problem, the analysis in this thesis is
carried out using an exhaustive method through the applica-
tion of an LLM. In Table 2, it can be seen that LLMs are among
the state-of-the-art methods covering all methodological ar-
eas. The developments in NLP and machine learning make
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LLMs appealing for research. Especially text-generating
LLMs have become very popular due to their low barriers
to application and their text comprehension ability (de Kok,
2023, p. 2; Kim et al., 2023, p. 6). Chapter 4.3 describes
the most relevant types of models, namely GPT models and
BERT models. Both types are alike in that their neural net-
works consist of a large number of parameters, which allows
them to have a human-like world understanding. Moreover,
both model types operate in the same way, taking natural
language as an input and delivering their output in natural
language as well (de Kok, 2023, p. 5). A major difference,
however, is that BERT models require fine-tuning via train-
ing data for most applications, which is not necessarily the
case for GPT models. The time constraints of this thesis are
the reason why the analysis is performed with a GPT model
rather than a BERT model. Another factor is the context
window, which for BERT is only 512 tokens. The size of
the sustainability reports requires much larger context win-
dows. Current GPT models can process the context of 4,000
to more than 32,000 tokens at once'”, making them more
suitable for the analysis of sustainability reports, although as
the number of tokens increases, the processing requirements
and time required increases correspondingly (de Kok, 2023,
pp. 7-8; Kim et al., 2023, p. 7).

Even though GPT models are relatively new, they have al-
ready had some use in accounting research. As an example,
Bai et al. use ChatGPT to examine the information content
of earning calls. They compare responses given by company
representatives to responses given by LLMs, including Chat-
GPT, to the identical questions. The LLMs were given infor-
mation about industry and company conditions. The answers
given by company representatives could then be compared to
those of the LLMs using semantic similarity or cosine similar-
ity. These methods were explained in Chapter 4.4.1. and
4.2.3. With the help of such comparisons, investors can rec-
ognize when company representatives are actually revealing
new information and when answers are merely conveying al-
ready known information (Bai et al., 2023, pp. 3-4, 16-18,
26). Kim et al. have also used ChatGPT to identify and quan-
tify risk exposures from earning call transcript information
(Kim et al., 2023, pp. 4, 9-12).

GPT models offer some advantages over BERT models.
Due to the absence of fine-tuning and a different mode of
operation that does not analyze text from both directions, the
results of GPT models are sometimes not quite at the level of
BERT models. Nevertheless, the models are able to achieve
high quality results at a comparable degree (Hu et al., 2023,
pp. 12-13, 17), which makes them vulnerable for some use
cases like the one of this thesis.

6.3. Processing of dependent variables
6.3.1. Determination of reporting compliance

The previous chapter concluded that sustainability re-
porting quality can be evaluated by comparing the consis-

15 For an recent overview see: platform.openai.com/docs/models/overview

tency of the qualitative reporting required by the EU tax-
onomy with the International Auditing and Assurance Stan-
dards Board characteristics that are critical to non-financial
reporting. Furthermore, the utilization of an LLM, specif-
ically a GPT model, proves to be the most appropriate for
the purposes of this thesis, as it enables a holistic assessment
within the given time and resource constraints. As already
noted, BERT models are limited to a context of 512 tokens
for their analysis while GPT models can capture much larger
contexts. However, sustainability reports are still so exten-
sive that they surpass the capabilities of the models com-
pletely. Many sustainability reports contain over 100,000 to-
kens and over half a million characters. In order to evaluate
the reports, the context per report has to be greatly reduced.
Therefore, the sustainability reports were scanned for key-
words indicating relevant passages. All passages were clas-
sified as relevant if they contained the term EU taxonomy or
a related term and additionally at least one term related to
the two goals of the EU taxonomy nearby. The list of terms
and the code used for this purpose is presented in Appendix
F. The length of each section is limited to 400 words (about
500 tokens), which on the one hand ensures that the sum
of all sections of a report does not become too large for pro-
cessing it with a GPT model. It also allows for the potential
implementation of BERT models in later studies analyzing
the relevant sections.

After this selection, a text file containing the relevant
sections is obtained for each sustainability report. The sec-
tions are self-contained, although this procedure cannot com-
pletely prevent the loss of context between individual sec-
tions. Nevertheless, this method ensures a drastic reduction
in the total amount of information, with as little loss of rel-
evant information as possible. Of the original 90 companies
in the sample and 89 sustainability reports that could be an-
alyzed'®, no text sections were identified for twelve reports
that did not meet the filter criteria. A manual evaluation in-
dicated that the companies concerned had provided little or
no relevant information on the objectives of the taxonomy to
be considered. This may be because no information was ac-
tually provided or, more likely, because the information was
provided outside the sustainability report in the annual state-
ments (PricewaterhouseCoopers, 2023, p. 17). As this thesis
explicitly examines sustainability reports, the twelve compa-
nies from the sample were excluded for most of the analyses,
leaving 77 reports to be further examined'”.

The GPT 3.5 model, which was available free of charge
at the time of the study (November 2023), captures a con-
text of just over 8,000 tokens. While there were other fee
required models that are not only more powerful and capa-

16 The company HELLA GmbH & Co. KGaA did not publish a sustainability
report in fiscal year 2022 due to a previous acquisition.

Five of the twelve samples were audited by an external auditor with lim-
ited assurance, while 7 samples were not externally audited. Accordingly,
for the sub-sample there is no indication that the disclosure of EU taxon-
omy related information outside the sustainability reporting is related to
the presence or absence of an external audit of the sustainability report-
ing.

17
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ble of capturing more context, but also promise significantly
less effort due to their combinability with programming inter-
faces, their use is not feasible for this study. As their costs are
calculated not only on the basis of output tokens, but also on
the basis of input tokens, their use would become very costly
when analyzing long sustainability reports or excerpts from
sustainability reports. However, manual use of the free ver-
sion without a programming interface allows each text file
to be analyzed individually. The only restriction is the total
number of tokens of an analysis, including input and output,
must not exceed 8,000 tokens, otherwise, the context will
surpass the model’s limit.

Of the 76 text files, 70 could be analyzed directly. The re-
maining six files contained too many relevant text segments
and had to be reduced by up to 2,000 tokens. This was per-
formed by manually discarding apparently irrelevant or re-
curring elements of the sustainability reports.

However, the text alone is not sufficient. To analyze text
files as desired, the model requires a task. This task is re-
flected in the prompt, which represents the input parame-
ter for the LLM. The prompt has a direct and substantial in-
fluence on the output received. It is designed to commu-
nicate with the LLM and provide all the necessary informa-
tion needed to run the analysis. Prompts usually consist of
three or four components: The actual instructions to the LLM
(What to do?), the relevant context (What to involve?) and
the actual data (What to apply to?) are essential. Depending
on the approach, the prompt may also include one or more
examples as a fourth component (de Kok, 2023, p. 14).

The prompt has a very strong impact on the output and
thus a correspondingly strong impact on the research results.
At the same time is relatively complex in structure and offers
the researchers a lot of design flexibility. As a result, a whole
field of research has been devoted to the design of prompts
- the so-called prompt engineering. The goal of prompt en-
gineering is to produce a prompt that is as precise as possi-
ble while achieving the best possible results (de Kok, 2023,
pp. 15-16, 44). In most cases, the prompts are reduced to the
most essential content and the instructions are formulated in
an unambiguous manner. Figure 3 shows the prompt used
for testing H1 in its unmodified form as well as clustered by
components.

The first subsentence provides context to the LLM by as-
signing a role to the model. This assignment ensures that
the model will respond based on not only all available infor-
mation, but particularly the information in the domains of re-
porting and auditing. This is followed by a precise instruction
to the model to give an assessment in the form of a rating.
The third subsentence defines the data to be evaluated. The
fourth subsentence again specifies the context against which
the rating should be conducted. The following instructional
subsentences ensure that the output is as accurate as possible
and in a homogeneous format.

The evaluation of H1 will be based on quantitative rat-
ings only. Therefore, no further qualitative information in
the form of text is needed. Models such as GPT 3.5 are gen-
erative LLMs that are specifically designed to generate qual-

itative output. Therefore, in order to actively counteract this
behavior, multiple instructions can be necessary in such cases
where only one specific information is demanded. Finally, the
ninth part serves as a placeholder for the text files to be an-
alyzed. The foregoing prompt, without the text file, consists
of only 82 tokens.

The specific wording of the prompt allows for a precise
evaluation of the model. In particular, the second and fourth
subsentences are geared to the purpose of this thesis and en-
sure that the assessment is focused on the desired content,
which is the evaluation of eligibility and alignment disclo-
sures for the first two taxonomy objectives.

The approach used to test H1 is the so-called zero-shot
method. Here, the analysis is performed without providing
any examples to the model. In contrast, the few-shot method
would include some previously rated text files that would
serve as blueprints for the decision-making process of the
model. This can improve the quality of the rating, but can
also cause the scoring to go in the wrong direction if the ex-
ample files are of poor quality or the examples do not scale
well to the full sample. Finally, there is the fine tuning ap-
proach, in which the LLM is adapted to the task in advance
using the known procedures. The choice of method is al-
ways a trade-off between accuracy and effort (de Kok, 2023,
p- 13).

Especially when employing zero-shot approaches, the
prompt optimization often occurs through trial and error
(Kim et al., 2023, p. 25; A. Huang et al., 2022, p. 3). This
particular prompt was also optimized in this manner. For ex-
ample, using the prompt without the instruction in the sixth
subsentence resulted in the model not providing a score, with
the reasoning that it could not determine the output with
complete reliability. However, this behavior of the model
is unfavorable since it is intended to derive a rating from
the given context and potentially substitute this context for
missing information. It also appeared that GPT 3.5 produced
more consistent outputs when the initial prompt was placed
at the end as well as at the beginning of the text file rather
than at the beginning only. This may reflect the fact that the
prompt together with the corresponding text files consists
of 8,000 tokens, and that the actual task is being forgotten
in the overall context of the model, since it represents only
about 1 % of the overall prompt. After successful prompt
engineering, GPT 3.5 was able to generate a rating for each
sustainability report based on the text file, consisting of a
number of relevant sections of that report. This rating is sup-
posed to represent the quality of the reporting in the context
of compliance with the requirements of the EU taxonomy.
Thus, the data for the relevant dependent variable for H1
could be successfully collected. The evaluation of the results
is presented in Chapter 7.1.

6.3.2. Determination of reporting quantity and the level of
assurance

The research design and data collection for H1 was com-

plex, as it was necessary to specify the content to be tar-

geted and the textual analysis procedure to be applied. The



A. Grommes / Junior Management Science 10(1) (2025) 201-235

Original:

As a sustainability reporting and auditing expert, please rate the eligibility and alignment
disclosures of this sustainability report abstract with environmental objectives related to
climate change mitigation and adaptation. Provide a numerical rating from 0 to 100. Give
a rating even if you are unsure. Respond in the format: Score: [number]. Do not provide
Sfurther information. [Individual text file]

Clustered:

As a sustainability reporting and auditing expert (1), please rate the eligibility and align-
ment disclosures (2) of this sustainability report abstract (3) with environmental objectives
related to climate change mitigation and adaptation (4). Provide a numerical rating from 0
to 100 (5). Give a rating even if you are unsure (6). Respond in the format: Score: [num-
ber] (7). Do not provide further information (8). [Individual text file] (9)
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Instructions
Context
Data

Figure 3: Prompt applied for testing H1

operationalizing and data collection for H2 and H3 is more
straightforward. The two related hypotheses state that sus-
tainable companies disclose more information (H2) and that
they are more likely to seek voluntary assurance (H3). One
central point of these hypotheses is the classification of which
companies can be considered sustainable. A simple and ef-
fective way of achieving such a classification is to rely on
the assessments of rating agencies. Their ratings allow for a
transparent classification without having to carry out a costly
assessment independently (Drempetic et al., 2020, p. 354).
There are many different rating agencies and ratings. This
thesis relies on Bloomberg ratings to classify whether compa-
nies are sustainable. Bloomberg ratings are considered to be
one of the most important rating frameworks, along with rat-
ings from other agencies such as Thomson Reuters and MSCI
(Sorrosal-Forradellas et al., 2023, p. 2). In addition to their
popularity, Bloomberg ratings are particularly suitable for the
purposes of this thesis because they explicitly incorporate the
requirements of the EU taxonomy and other regulations into
the evaluation process (Bloomberg, 2023). In addition to the
overall score, Bloomberg also includes the individual scores
for each of the environmental, social and governance compo-
nents. The summary statistics for the scores of the sample
are presented in Panel A of Appendix C.

Besides determining the degree of sustainability of a com-
pany, H2 also involves determining the quantity of informa-
tion disclosed. Generally, publications such as annual reports
or non-financial reports contain information. One could ar-
gue that within these reports, the quantity of information can
be influenced by whether the authors present the informa-
tion clearly and to the point, or whether they talk around the
subject and stuff the reporting with meaningless sentences
without actually revealing any relevant information. Since
this problem is a distinct area of research, for the purpose of
measuring the quantity of information, it is assumed that all
text contains information and that an increase in text length
is associated with an increase in information quantity.

To measure the information quantity of sustainability re-

ports, it would be sufficient to count the sentences, words
or letters in these reports. Alternatively, this thesis utilizes
a measure that has been applied by Loughran and McDon-
ald (2014) in a similar form to measure readability - the file
size. File size refers to the size of the reporting document in
kilobytes or megabytes. Loughran and McDonald measure
this size for files that companies report to the SEC (Loughran
& McDonald, 2014, p. 1667). For this thesis, the file size
is measured for sustainability reports published on company
websites. However, not the Portable Document Format (PDF)
file is used, but a converted version that extracts the text from
the PDF files.'® This ensures that the size is only driven by
actual text and not by other factors such as formatting or
the use of graphics and images, which account for most of
the PDF file size. Additionally, there is a distinction between
standalone non-financial reporting and integrated reporting.
Since the integrated reporting files contain further reporting
components, these files are reduced to approximate the por-
tion of non-financial reporting in the total file.!” Based on
the ESG scores and file size values, H2 can be targeted. The
evaluation of the results is presented in Chapter 7.2.

H3 suggests that sustainable companies are more likely
to undergo a voluntary audit of their non-financial reporting
than less sustainable companies. This hypothesis is based
on the theoretical foundation of Chapter 2.3 of this thesis.
Table 1 shows that the disclosure of favorable information
should be covered by audit assurance in particular in order to
achieve an appropriate level of reliability. However, informa-
tion that does not present a company as sustainable does not
require audit assurance as a company would have no inter-
est in publishing incorrect information that presents itself in a
poor manner. Conversely, information about sustainable ac-
tivities requires assurance from external auditors in order to

18 The code used for the conversion is available in Appendix F.

19 The approximation is made using a correction factor of 0.3312, which was
determined by dividing the average file size of the non-financial reports in
the sample by the average file size of the integrated reports in the sample.
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be considered reliable by external parties. According to this
theory, companies with better ESG ratings should be more
likely to have their non-financial reporting verified by exter-
nal auditors. The results of H3 are presented in Chapter 7.3.

7. Main results

7.1. Regression results for H1

Following the procedure described in Chapter 6, the re-
sults of the analyses are presented below. In addition, the
summary statistics and the corresponding correlation matri-
ces are provided in Appendix C.

H1 states that audit assurance for sustainability reports
increases their compliance with regulatory requirements. To
test this hypothesis, ratings are gathered using the procedure
described in Chapter 6.3.1. Figure 4 shows the correlation
between the variables GPT Rating and Assurance_ LVL.

Assurance_LVL 1 represents no assurance from an exter-
nal auditor, Assurance_LVL 2 represents a limited level of as-
surance, and Assurance_LVL 3 represents a reasonable level
of audit assurance. Remarkably, the trendline shows a neg-
ative correlation between the rating assigned by the LLM
(GPT Rating) and Assurance_LVL. This would indicate, ce-
teris paribus, that an increase in Assurance LVL results in a
decrease in the GPT Rating and thus a decrease in the com-
pliance of the reports with the requirements of the EU taxon-
omy.

The relationship is tested in a regression analysis with
GPT Rating as the dependent variable and Assurance LVL as
the independent variable. In addition to Assurance LVL,
twelve other independent variables are included in the
regression. These are ESG Score, ENV Score, SOC_Score,
GOV _Score, Market CAP, Total ASS, File Size, File_Size ABS,
Neutrality Score_ABS, Fog Index ABS, Neutrality Score and
Fog Index. The control variables include diverse Bloomberg
ratings regarding ESG disclosures, company data including
market capitalization and total assets, as well as significant
metrics from traditional textual analysis methods from the
areas of readability and sentiment analysis. All variables are
defined in Appendix A. The full regression results are pre-
sented in Appendix D. The regression analysis, as well as all
subsequent analyses, are conducted on a 95 % confidence
level.

Omitting any clearly insignificant variables results in a
multiple linear regression with three independent variables
and the following regression of Equation 6:

GPT Rating;, = a— fAssurance_LVL,; + B,ESG_Score;,

+ B3ENV _Score;, +¢;; (6)

i indexes the respective company from the sample and t
denotes the company’s financial year. & represents an er-
ror term. The independent variable Assurance LVL is the
variable of interest for H1. However, it shows to be not sig-
nificant with a t-statistic of -1.49. In addition, ESG_Score and
ENV_Score determine GPT Rating. Interestingly, ENV_Score
is negatively correlated with GPT Rating and ESG_Score

is positively correlated, with ENV_Score being a subset of
ESG Score. However, ENV_Score is not significant (t-statistic:
-1.54) in this regression analysis, leaving ESG_Score as the
only significant variable (t-statistic: 2.06).

The regression in Equation 6 thus shows that ESG_Score
is positively correlated with GPT Rating and therefore, com-
panies with a higher ESG scoring are more likely to meet
the requirements of the EU taxonomy. This correlation is in
line with reasonable expectations. At the same time, Assur-
ance_LVL has no significant impact on GPT Rating, hence H1
cannot be confirmed. The level of assurance does therefore
not appear to have a significant impact on the compliance of
the disclosures with the requirements of the EU taxonomy.

In principle, the regression results should be corrected for
the companies’ industry. Some industries are naturally more
concerned with the issues required by the EU taxonomy. It
was examined whether more text in the disclosures has a fun-
damentally positive effect on GPT_Rating. This would have
the consequence that companies from industries that natu-
rally have to deal with these issues in more detail would re-
ceive unjustified higher or lower ratings. However, no sig-
nificant correlation has been found (Appendix D). Therefore,
industry was not controlled for.

Generally, the results of the analysis should be consid-
ered in the context of the overall environment and the data
used. Although the overall regression is statistically signifi-
cant, it also has a relatively low coefficient of determination
and, most importantly, a small sample size of only 73 ob-
servations. The two independent variables, ESG Score and
ENV _Score, share a correlation coefficient of 0.71 and are
therefore highly interdependent. This is a strong signal for
multicollinearity. Multicollinearity can result in imprecise re-
gression analysis outcomes. The strong correlation between
two independent variables may affect the predictive accuracy
of the model as it becomes difficult to determine what pro-
portion of the variation is explained by a particular variable
(Kutner et al., 2004, p. 283).

An examination using the widely accepted Variance
inflation factor (VIF) has revealed the presence of multi-
collinearity in this regression (ESG Score VIF: 18.13; Envi-
ronmetnal_Score VIF: 5.62)?°. In further regression analyzes
where one of the two variables was removed in order to deal
with the multicollinearity problem, the statistical significance
of the regression decreased (Appendix D).

Furthermore, the dependent variable GPT Rating is prone
to errors. The procedure described in Chapter 6.3.1 ensures
that the ratings are of the highest possible quality, but they
still contain deficiencies. Although LLMs have been used in
previous research to provide ratings on the content of textual
data based on defined criteria, the outcome is, to some ex-
tent, the product of a black box. Traditional textual analysis
methods offer more transparency and allow better traceabil-
ity of results.

20 Multicollinearity is expected when the VIF exceeds ten, thereby strongly
impacting the analysis results (Kutner et al., 2004, pp. 408-409).
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Figure 4: Relationship between Assurance IVL and GPT_Rating

The length and related context of the text passages to be
evaluated pushed the GPT 3.5 model to its limits. In addition,
the evaluation criteria and the subject matter of the reports
are more complex than those of many other texts. The combi-
nation of all these factors results in less reliable ratings. This
has even led to the same text file receiving different ratings
from GPT 3.5 when evaluated multiple times. The ratings as-
signed are based on probabilistic methods and are therefore
influenced by statistical probabilities and judgments based on
the text and information available to the model. In particu-
lar, longer texts increase the likelihood that the model will
not provide an identical response or rating. In addition, GPT
3.5 is designed to produce outputs in text form. The model
calculates each word within the answer based on the prompt
itself, as well as on the previously given words of its own out-
put. Thus, the model utilizes the previously produced part of
its own output to generate the remaining part of the output,
word by word. This generally improves the quality of the
output (de Kok, 2023, p. 44). In the application case of this
thesis, only the rating as a two-digit number is assigned as
an output. Therefore, this effect is absent at the expense of
output consistency.

The standard deviation of the ratings is 12.27 % (Ap-
pendix E). Thus, although the ratings are not randomly de-
termined by the model, they are still subject to a certain de-
gree of uncertainty. In order to increase the reliability of the
GPT Rating variable for possible future research, it is strongly
recommended to verify it against valid ratings or the results
of other textual analysis methods, like the control variables
Neutrality Score and Fog Index.

7.2. Regression results for H2

H2 states that sustainable companies disclose more infor-
mation. This hypothesis builds on the voluntary disclosure
theory, which suggests that companies disclose information
only when it is beneficial to them, and on the assumption that

sustainable companies derive more of these benefits from dis-
closure and therefore provide more information in form of
higher reporting quantity. The direct relationship between
ESG _Score and reporting File_Size is presented in Figure 5.

In order to gain confidence in the statistical significance of
this relationship, some regression analyzes were performed.
In those regressions, File Size represented the dependent
variable. A first analysis included eleven independent vari-
ables besides ESG_Score. These control variables are identi-
cal to those for H1, except for the absence of File Size ABS,
as the extracted text sections cannot have any effect on
the dependent variable File Size, since they are themselves
taken from the originating report. Among these control vari-
ables, Market CAP shows a significant positive correlation
(t-statistic 2.66) and Neutrality Score has a significant neg-
ative correlation (t-statistic -3.72). Neutrality Score reflects
the ratio of positive and negative words to the total amount
of words, whereas a higher ratio of positive and negative
words indicates a less neutral writing style (Appendix A).

A second analysis using only ESG Score and the two sig-
nificant control variables shows a slightly higher adjusted
coefficient of determination and a generally higher signif-
icance for the overall regression analysis. The dependent
variable File Size and the control variable Neutrality Score
have a high negative correlation coefficient of 0.8590. Neu-
trality Score differs greatly from the other significant control
variables in that it is a measure derived directly from the re-
porting being analyzed. To prioritize relevant indicators that
are not directly related to reporting, one further regression is
performed, in which the dependent variable is only compared
with ESG_Score and the control variable Market CAP. Equa-
tion 7 expresses the relationship between these two variables
and the dependent variable as follows:

File_Size;, = a+f,ESG_Score;,+p,Market_CAP; +¢;,
7
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Figure 5: Relationship between ESG_Score and File_Size

Within this regression model, ESG Score has a significant t-
statistic of 2.33, while Market CAP is also significant with a
t-statistic of 4.23 (at the 95% confidence level). When the
regression is not adjusted for Market CAP, the t-statistic of
ESG _Score increases to 3.35, but the overall regression gen-
erally becomes less significant and its coefficient of determi-
nation decreases.

Next to File_Size, a number of additional regressions are
performed with File Size ABS as the dependent variable.
File Size ABS differs in that it does not measure the size
of the entire report, but only the size of the file containing
specific abstracts. These are the abstracts related to the EU
taxonomy that were extracted to determine the scores from
GPT 3.5. The extraction procedure is described in Chapter
6.3.1 and is further illustrated in Appendix F.

When running the regression with the new dependent
variable File Size ABS and ESG Score as well as the same
eleven control variables as independent variables, the only
control variable to be significant is Neutrality Score ABS.
This variable, like Neutrality Score, measures the neutrality
of the writing style, but with respect to the abstracts instead
of the full reports. It is reasonable that this control variable
would be significant with respect to File Size ABS, since Neu-
trality Score was also significant for overall report File_ Size.
The correlation coefficient of -0.7348 is also close to that of
File Size and Neutrality Score (-0.8590). When the control
variable Neutrality Score_ABS is dropped from the regression
model, no other independent variables remain that have a
significant effect on the dependent variable File Size ABS.

In summary, the analysis reveals a significant positive re-
lationship between ESG_Score and File Size. Therefore, the
analyzes are in support of H2. However, no significant rela-
tionship can be found between ESG Score and File Size ABS.
This suggests that sustainable companies generally disclose a
higher quantity of information in their non-financial reports.
Meanwhile, information based on compliance with the EU
taxonomy is not affected. The rationale for this could be that

the additional information disclosed by sustainable compa-
nies does not concern this particular domain and that the re-
ports are being enriched with redundant information instead
or that the focus lies on other domains. At the same time,
the reason may also be that the method used to extract the
abstracts does not properly capture all relevant parts.

7.3. Regression results for H3

H3 states that sustainable companies are more likely to
obtain an external audit of their non-financial reporting. This
hypothesis arises from attribution theory, which suggests that
the readers of reports are more likely to challenge published
information if it presents the company in a favorable way.
The relationship between the sustainability of a company and
the level of assurance is presented in Figure 6.

Similar to Figure 5, ESG_Score represents the indepen-
dent variable to determine the dependent variable, in this
case Assurance_LVL. In addition to ESG_Score, eleven other
control variables were tested for significance in a regres-
sion analysis. These are the same as for H2, with only
File Size and File Size ABS replacing GPT Rating and As-
surance_Level. In combination, all control variables as well
as ESG_Score are found to be insignificant, with Market CAP
just falling below the threshold with a t-score of 1.93 (at
the 95% confidence level). When attempting to determine
the dependent variable using only ESG _Score or Market CAP
seperately, a significant positive correlation is found in each
case (t-statistic ESG_Score: 2.64; t-statistic Market CAP: 3.00
at the 95% confidence level). To increase the coefficient of
determination and the overall power of the regression anal-
ysis, the dependent variable in Equation 8 is determined by
the two independent variables ESG Score and Market CAP
combined.

Assurance_LVL;, = a+ ESG_Score;,
+ ByMarket_CAP;, + ¢€;; (8)
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In this analysis, Market CAP shows a significant correlation
(t-statistic: 2.38) with Assurance_LVL, while ESG_Score is just
below the significance threshold (t-statistic: 1.93). Based on
this result, H3 cannot be confirmed. The correlation between
a company’s sustainability and level of audit assurance can-
not be statistically proven. However, it appears that larger
companies with a higher capitalization are more likely to un-
dergo an external audit. This relationship is also shown in
Figure 7.

19 of the sample companies do not provide an external
audit of their non-financial reporting.”’ Only three of those
companies exceed $10 billion in market capitalization, while
the mean for the entire sample is $21.2 billion and the me-
dian is $8.7 billion (Appendix B). While many small-cap com-
panies also undergo an audit of their non-financial report-
ing, at the same time a voluntary audit appears to be in-
evitable once a company reaches a certain market capital-
ization. Since the audit of non-financial reporting was not
mandatory for the sample of German companies in the most
recent fiscal year, implementation at the firm level is a trade-
off between costs and benefits (Widmann et al. 2021: 457),
similar to the publication of supplementary information ac-
cording to the voluntary disclosure theory. Audit fees are pri-
marily driven by the size and complexity of firms, but other
factors such as a so-called BIG-4 premium also play a role, as
firms hope to achieve higher audit quality by hiring the large,
prestigious audit firms (Widmann et al., 2021, pp. 473-475,
479).

Based on the previous findings, larger firms in particular
consider the benefits of an audit to outweigh the associated
costs. The reasoning behind this opens up possibilities for
further research. At the same time, smaller companies may
not be able to afford the voluntary audit, as they do not have
the same financial flexibility as larger companies. Neverthe-

21 One company (Sixt SE) excluded due to incomplete data.

less, even the smallest companies included in the sample are
listed on the MDAX, meaning that they are still relatively
large compared to other companies in terms of total assets
or market capitalization, so that this effect is unlikely to be
observed in this case.

The results of Equation 8 and the results of the examina-
tion of the control variable Market CAP should be considered
in relation to the conditions of the data set. First, the sample
size of 85 is relatively small. Second, the dependent variable
Assurance_LVL is not a continuous variable but a categorical
variable that distinguishes only between no assurance, limited
assurance and reasonable assurance. It is particularly difficult
to capture a categorical variable through a linear regression
because the outcome of the regression equation provides val-
ues that need to be assigned to one of the three assurance
levels since there are no intermediate levels.

8. Conclusion

Sustainability reporting has emerged as a major element
of corporate reporting in recent years. The challenges arising
from climate change as well as increasing stakeholder aware-
ness are some of the key driving factors. While a number of
companies have been reporting on these issues voluntarily
for some time, today almost all of the major companies are
getting on board, partly driven by regulatory requirements.
The EU taxonomy represents one of the key regulatory foun-
dations in this field. Not only does it tighten reporting re-
quirements, it also encourages real effects by redirecting cap-
ital flows and company activities towards more sustainabil-
ity and reducing practices such as greenwashing (European
Union (EU), 2020, p. 14).

This thesis merges the content topic of sustainability re-
porting with the methodological topic of textual analysis. As
sustainability reporting is mainly presented in qualitative text
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form, this combination fits together quite well. The method-
ology of textual analysis has become very popular in aca-
demic research and among the general public through the
introduction of text-generating models such as ChatGPT.

This thesis makes several contributions. It contributes to
the literature in the area of auditing, especially the auditing
of non-financial reporting, and to the literature in the area
of European reporting requirements. The two main areas of
focus of this thesis are divided, with the first being a litera-
ture review and analysis of various textual analysis methods.
The literature review focuses primarily on the finance and
accounting domain, detailing the textual analysis techniques
utilized in prior research. The methodology overview pro-
vides a comprehensive examination of the advantages, disad-
vantages, and limitations of each method. This review con-
tributes to the reader’s understanding of textual analysis ca-
pabilities and potential applications, which will help readers
identify appropriate methods for their own textual analysis
research. A further contribution lies in the results of the in-
vestigation of the impact of audit assurance on the quality of
sustainability reporting. The results were obtained through a
combination of textual analysis methods and multiple linear
regressions.

The unique aspect of the methodology in this thesis is that
the essential data for the analysis is obtained with the help
of GPT 3.5, a freely accessible LLM with text comprehension
and generation capabilities. The model is used to analyze a
defined problem. Ratings or scores have been used to identify
genuine economic connections frequently in prior studies. In
this case, the LLM is utilized to generate a rating based solely
on the text of the non-financial reports of the sampled com-
panies. By constructing a specific prompt, it is possible to
determine exactly which factors should be included to create
such a rating. For the purpose of this thesis, the compliance
of the reporting with the requirements of the EU taxonomy
in relation to two specific taxonomy objectives has been de-

fined as a quality feature that defines the rating. Typically,
there are no established ratings for such specific objectives.

LLMs have been utilized in prior studies in a similar man-
ner. For example, Kim et al. used another GPT 3.5 model to
summarize components of corporate disclosure, and found
that these summaries generated each had a stronger positive
or negative sentiment than the original reporting. Accord-
ingly, GPT appears to be able to filter noise from the texts,
improve the information content and present more relevant
insights than the original reporting (Kim et al., 2023, pp. 1,
2, 5,15-16, 19-20, 30).

The information content of sustainability reports in this
thesis was significantly reduced, with only the GPT Rating
remaining. While similar, the approach here is much more
drastic, as Kim et al. eliminated about 70% of the original
reporting, while here the entire text was eliminated and re-
placed by the GPT_Rating as a single number remaining. This
significant reduction may account for why the analyses of this
thesis did not yield many significant results.

The regression results from the analysis of H1 show a
negative but insignificant correlation between the level of
assurance and the reporting compliance, displayed via the
GPT Rating variable, contrary to the expectations. Addition-
ally, it was found that companies with a higher ESG score
also have a higher GPT Rating and are therefore more likely
to meet the requirements of the EU taxonomy. The analysis
of H2 indicates a positive correlation between the ESG_Score
and the File Size variable. Thus, sustainable acting com-
panies disclose more information, which supports H2. Fi-
nally, the last regression analyses could not confirm the hy-
pothesis of H3, which states that sustainable companies are
more likely to have their non-financial reporting externally
audited, as the attribution theory would suggest.

The research results are subject to a number of limita-
tions. First, the sample size which ranges from 73 to 90 com-
panies, depending on the analysis, is relatively small. This is
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due to the fact that the sustainability reports had to be manu-
ally retrieved from company websites and being further pro-
cessed for the analysis. In addition, the variable GPT Rating
is prone to error. On one hand, the analysis of this variable is
founded solely on sections extracted from sustainability re-
ports, and not on the entire reports themselves. The extrac-
tion procedure was based on an intuitive yet untested ap-
proach. The second and more influential source of error is
the rating of the sections by ChatGPT itself. Due to time con-
straints, the rating was done using a zero-shot approach. The
model was not fine-tuned and has not been fed with training
data in advance. Additionally, the results were not subjected
to robustness tests. Such robustness testing could be con-
sidered in future research, either by comparing the results
with existing, externally validated scores, or by comparing
them with a portfolio of results from other textual analysis
methods. In this thesis, the results present data that are con-
ceivable but not fully comprehensible.

Changes in the prompt can affect the output, resulting in
different rating results for the same report. This even hap-
pens if the prompt is not changed (Appendix E). The cause
may be an overload of the GPT 3.5 model utilized, which
is optimized for text output and has limits of approximately
8,000 tokens. OpenAl has announced new models capable
of capturing an input context of up to 128,000 tokens. These
models are designed to produce reproducible outputs, result-
ing in lower variances. Such models can enhance the quality
of analyses and ensure comprehensive reports. However, at
the time of performing the analysis (November 2023), the
new models were not yet available.??

This thesis has introduced a number of textual analysis
methods, ranging from the simplest models with almost no
mathematical or technical depth, to models using the latest
technical achievements in the field of machine learning. For
the analysis of the hypotheses of this thesis, the application of
an LLM has proven to be an exhaustive instrument. Despite
the emergence and popularity of modern techniques, tradi-
tional methods are still commonly utilized in research due to
their ease of understanding and intuitive results. However,
the future of textual analysis lies in the possibilities presented
by the advancing state-of-the-art. Generative LLMs open up
numerous possibilities in all fields of research. Textual data
is becoming increasingly relevant in the field of accounting.
Models like ChatGPT can be particularly helpful in dealing
with the growing importance of text in reporting and the as-
sociated information overload (Kim et al., 2023, p. 30). Re-
searchers should not overlook these opportunities and utilize
the possibilities offered by these and similar models in their
research.
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