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Development of a Cost Optimal Predictive Maintenance Strategy

Christoph Weeber

Technical University of Munich

Abstract

Maintenance costs account for a significant share of operating expenses. Selecting the optimal maintenance strategy for each
application is crucial to optimize operational processes and minimize MRO spending. In recent years, Machine Learning
has become popular for analyzing large amounts of data and improving decision-making in various industries. This yields
great potential in the field of Predictive Maintenance. In this thesis, a methodology to determine and compare the average
maintenance costs per cycle for Reactive, Preventive, and Predictive Maintenance, as well as a Reference Case is developed.
This cost comparison methodology is then applied to a realistic example of a fleet of ten aircraft. Unlike previous research,
this thesis combines all aspects in one approach, from Machine Learning algorithm selection and RUL prediction, to the
maintenance cost comparison based on a fleet of aircraft. The NASA CMAPSS jet engine dataset is used as an example. Results
suggest that maintenance costs per cycle for Predictive Maintenance are 36.0 % lower than for Preventive Maintenance and
88.3 % lower compared to Reactive Maintenance. In general, this thesis serves as a guideline that highlights the necessary
steps to determine the cost-optimal maintenance strategy for an application.

Keywords: machine learning algorithm; NASA CMAPSS dataset; optimal maintenance strategy; predictive maintenance;
preventive maintenance; reactive maintenance

1. Introduction

Production systems and machines are becoming increas-
ingly more complex. Failures can be extremely costly, not
only in terms of expensive spare parts and for conducting
the maintenance tasks themselves, but also due to lost profit
caused by unavailable production systems and machines. In
today’s globalized world, increasing competition is forcing
companies to optimize wherever possible to stay competitive.
Thus, long machine downtime can be particularly detrimen-
tal.

According to the IATA Airline Maintenance Cost Execu-
tive Commentary, global aircraft Maintenance, Repair and
Overhaul (MRO) spending in 2019 was $91 billion, which
is expected to increase to approx. $118 billion in 2030 as
the worldwide passenger and cargo volume are predicted to
grow each year. This represents 11.2% of the airline’s total
operating costs. Broken down to a single aircraft, this accu-
mulates to approx. $3.3 million MRO spending per aircraft
per year. Nearly half of those costs (approximately 43%) can

be attributed to engine maintenance (IATA, 2021). A large
portion of the ticket price for airline customers, thus is made
up of aircraft and engine maintenance costs.

This percentage can be even higher in the manufactur-
ing industry where maintenance costs can account for up to
40% of total operating expenses (Haroun, 2015). Mainte-
nance costs have also been increasing progressively in the
past decades due to more complex machines, which makes
their impact on business performance even more significant
(Mobley, 2002). According to maintenance management ef-
fectiveness surveys, around 33% of the maintenance costs are
wasted due to unnecessary over maintenance or improper
maintenance. This equates to an annual loss of approxi-
mately $60 billion in the U.S. alone, considering the total
spending on maintenance of approximately $200 billion in
the U.S. each year (Mobley, 2002). This clearly shows that
maintenance is not only a significant cost driver, but also em-
phasizes the necessity to optimize the maintenance strategy
to realize the drastic potential savings.

DOI: https://doi.org/10.5282/jums/v9i3pp1805-1835
© The Author(s) 2024. Published by Junior Management Science.

This is an Open Access article distributed under the terms of the CC-BY-4.0
(Attribution 4.0 International). Open Access funding provided by ZBW.

www.jums.academy
https://doi.org/10.5282/jums/v9i3pp1805-1835


C. Weeber / Junior Management Science 9(3) (2024) 1805-18351806

Due to the stringent safety requirements in aviation, the
maintenance of aircraft is strictly regulated. It must be noted
that safety is and should always be the primary concern in
this industry.

There are three different maintenance strategies with dis-
tinct advantages and disadvantages which can be classified
into the following categories (Lee & Scott, 2009):

Reactive Maintenance, or Corrective Maintenance, en-
compasses all strategies where the system or machine is run
until it breaks down. As the name suggests, all maintenance
is reactive to problems once they occur. Depending on the ap-
plication, this is usually the costliest approach due to high in-
ventory holding costs to have all necessary spare parts avail-
able, as well as high personnel costs for the technicians to
conduct the repair on short notice. However, this approach
might be most suitable for components that can’t be main-
tained and are easy to fix or replace, such as a lightbulb (Mob-
ley, 2002; Sirvio, 2015).

A more sophisticated approach is called Preventive
Maintenance, which includes all timedriven strategies by
considering the Mean-Time-To-Failure (MTTF). The required
maintenance task is scheduled early enough to prevent com-
ponent or system failure. However, every machine is differ-
ent and the MTTF can vary greatly depending on various
circumstances, such as the specific operating conditions. By
simply considering the same MTTF for all devices of the
same type, most devices are over-maintained, which results
in higher maintenance costs than necessary (Mobley, 2002).

The third approach, Predictive Maintenance, is condi-
tion driven and considers the actual state of the machine
when determining the maintenance time. Based on past and
current machine data, a machine learning algorithm can be
used to determine a variety of system parameters such as:
detection of anomalies; isolation/diagnosis of occurring fail-
ures; prediction of the health state of the system; and esti-
mation of its Remaining Useful Life (RUL). The RUL estimate
can be used to schedule the required maintenance tasks op-
timally, e.g., when the production is running at a lower rate
(Mobley, 2002; Sirvio, 2015).

Depending on the application, some approaches may be
more advantageous than others, which is why an individual
optimal maintenance strategy for each specific application
has to be considered. Especially due to the advancements
in the field of machine learning and increasing computing
power, Predictive Maintenance is becoming more and more
relevant in various industries.

This thesis aims to provide insights into the steps re-
quired to determine the cost-optimal Maintenance strategy.
The NASA Commercial Modular Aero-Propulsion Simulation
(CMAPSS) Turbofan Engine Data Set is used to conduct the
research and shall serve as an example (NASA, 2023).

In Chapter 2, a primary literature review shall lay out the
findings of available research and pinpoint where informa-
tion is still missing. Chapter 3 then provides background
information into the different Maintenance Strategies, the
specifics of Aircraft and Jet Engine Maintenance, as well as
the concept of Machine Learning. The CMAPSS dataset is an-

alyzed and prepared in Chapter 4. In Chapter 5, a Machine
Learning model is proposed to determine the average main-
tenance costs per cycle of different maintenance strategies.
The application of the developed method as well as the re-
sults are provided in Chapter 6. In a further step (Chapter
7), the method is applied to a realistic example of a fleet of
ten aircraft. The Machine learning model described in Chap-
ter 5, and the methodology proposed in Chapters 6 and 7
are implemented in Python, using the scikit-learn Machine
Learning library. In short, this thesis shall take all necessary
steps from Machine Learning algorithm selection to RUL pre-
diction, up to the cost comparison of different maintenance
strategies based on a fleet of aircraft into account.

2. Literature Review

This literature review shall describe the focus of previ-
ous research to highlight where information is still missing
to show how this thesis will contribute to filling the gaps. It
is structured in the following way:

• First, different sources which compare the performance
of Machine Learning algorithms suitable for prognos-
tics are presented.

• In the next step, different papers which focus on inte-
grating such algorithms into prognostics and RUL pre-
diction are discussed.

• Research is presented where RUL prediction is used
during maintenance planning.

• In the final step, literature is discussed where those
concepts are applied to a realistic maintenance frame-
work of an aircraft fleet.

It must be noted that this literature review only contains
papers and other forms of literature which have been decided
to be of high relevant for this thesis. There are also numerous
other sources available that are not mentioned here.

Machine Learning and especially Predictive Maintenance
is a relatively new field. Due to increasing computing power
and ever more powerful machine learning algorithms, it has
become of interest for various applications across many in-
dustries. For the past ten years, ongoing research has been
conducted to expand those possible applications further, such
as Cline et al. (2017) and Tiddens et al. (2020).

An essential prerequisite for Predictive Maintenance is
prognostics, the overarching principle of RUL prediction.
When Machine Learning was first used in prognostics, many
models were based only on a single parameter, or feature, to
determine the system degradation and the RUL, see Junqiang
et al. (2014). Considering an aircraft engine as an example,
the Exhaust Gas Temperature Margin (EGTM) was a stan-
dard parameter used in those models. However, due to the
high complexity of such systems, multiple-parameter models
were proposed to improve the prediction. In Junqiang et al.
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(2014), a framework to fuse the information of multiple pa-
rameters was developed, using a Kalman filter to achieve the
RUL prediction. Using multiple sensors as input is a common
practice by now, so most of the following literature already
incorporates information fusion.

To build a suitable Machine Learning prognostics model
and predict the RUL, it must be differentiated between
physics - based and data-driven approaches. Further de-
tails about physics-based and data-driven approaches and
their differences will be described in Chapter 5. Deciding
which approach and algorithm is most suitable for the given
problem can be complex. To solve this issue, different papers
provide a sound basis by evaluating the differences between
various data-driven and physics-based Machine Learning al-
gorithms, as well as their pros and cons (An et al., 2015;
Carvalho et al., 2019; Silvestrin et al., 2019; Singh et al.,
2020).

For example, in An et al. (2015), a fatigue crack growth
example is used to evaluate the performance of different al-
gorithms, such as Neural Networks and Gaussian Process Re-
gression for the data-driven approaches. For the physics-
based approaches, Bayesian Methods and Particle Filters are
considered. For each described algorithm, advantages and
disadvantages are provided. The results suggest that Neu-
ral Networks are advantageous, particularly if the model is
very complex or if high noise levels within the data may ob-
struct the model. On the other hand, Silvestrin et al. (2019)
compares Neural Networks with more traditional algorithms,
such as Decision Trees, Random Forests, and KNNs, and con-
cludes that traditional algorithms may be more advantageous
if only very limited training data is available.

Multiple papers propose even more complex algorithms
for RUL predictions with a higher performance than tradi-
tional algorithms and Neural Networks. For example, H. Li
et al. (2020) and X. Li et al. (2018) and dePater et al. (2022)
propose a Convolutional Neural Network for RUL prediction,
using the CMAPSS Turbofan dataset as the underlying train-
ing and testing data.

To set the results of different algorithms across multiple
studies into perspective, Vollert and Theissler (2021) com-
pare the performance of the proposed algorithms in 81 dif-
ferent publications, which all use the CMAPSS dataset as
a basis. Performance is measured in terms of Root Mean
Squared Error (RMSE); see Chapter 5. When considering
the subdataset FD001, Vollert and Theissler (2021) point out
that different types of Artificial Neural Networks show a high
performance (low RMSE values). A Convolutional Neural
Network, or CNN, sets the lower baseline (RMSE = 8), fol-
lowed by a Long-Short Term Memory, or LSTM (RMSE= 11).
Tree-based algorithms and the Multi-Layer Perceptron also
show promising results. It is essential to consider the low-
est RMSE of each algorithm and the spread of the same al-
gorithm across multiple papers. As it turns out, the RMSE
ranges from around 8 to 18 for the CNN and around 11 to
23 for the LSTM. Conversely, the spread is much lower for
the Multi-Layer Perceptron (MLP), ranging from around 13
to 16.

Still, the choice of the optimal algorithm strongly depends
on the specific application. Some types of algorithms may
outperform other algorithms in some applications, but show
less promising results in others. As described in Chapter 5,
this thesis includes a preliminary algorithm comparison to
determine the optimal algorithm for the provided dataset.
The described literature serves as a guideline for selecting the
most promising algorithms for the provided dataset, as well
as the ranges for the hyperparameter tuning. Due to the high
fluctuations of performance scores across different studies,
such a preliminary comparison is always recommended.

In order to incorporate a Machine Learning algorithm
into RUL prediction and ultimately into Predictive Mainte-
nance, several health monitoring techniques for different
components have been proposed. Many studies provide de-
tailed insights into strategies for integrating sensors into
aircraft structures to continuously monitor degradation and
faults. For example, Diamanti and Soutis (2010) describe
techniques for continuously monitoring composite aircraft
structures to increase operational safety. Ignatovich et al.
(2013) shows that it is possible to continuously estimate fa-
tigue damage of metal structures in aircraft and incorporate
this into aircraft structural health monitoring. Zhao et al.
(2007) and Ihn and Chang (2014) both incorporate piezo-
electric sensors into different aircraft structures, such as the
wing, to monitor hidden fatigue cracks and their growth size.

Most papers can be divided into two distinct categories:
the first group mainly focuses on RUL prediction and which
Machine Learning algorithms are particularly suitable for the
given problem. The other group assumes that the prognostics
information or the model to determine the system degrada-
tion is already known. Therefore, the second group mainly
focuses on maintenance optimization or operations planning.
Only a few papers combine those two categories and provide
a complete framework incorporating both aspects (Gilabert
et al., 2017; Nguyen & Medjaher, 2019).

Wang et al. (2017) and dePater et al. (2022) even take
this one step further. Wang et al. (2017) proposes a physics-
based prognostics framework to determine the crack size evo-
lution and then uses this information to apply the framework
to a realistic simulation of maintenance processes of an en-
tire fleet of aircraft. Based on this realistic scenario, the re-
sulting costs of Predictive Maintenance are then compared
with two other maintenance strategies, Scheduled Mainte-
nance, and Threshold Based Maintenance. Results show that
maintenance costs can be reduced by employing Predictive
Maintenance compared with both other strategies. However,
unlike most other papers, the “future system reliability” is in-
troduced as a prognostic index, while most papers use RUL.
Also, since the paper builds on a physics-based model, it does
not rely on acquired data but assumes that the crack size evo-
lution can be described by a stochastic process. dePater et al.
(2022) follows a similar approach, but a data-driven Con-
volutional Neural Network is used to predict the RUL of jet
engines, relying on the CMAPSS dataset as the basis. The
RUL prognostics framework is also integrated into mainte-
nance planning, where an entire fleet of aircraft is simulated,
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and the engine maintenance tasks and spare part orders are
planned. However, the resulting maintenance costs are only
compared for perfect and imperfect RUL prediction; other
maintenance strategies, such as Preventive or Reactive Main-
tenance, are not taken into account.

This thesis aims to combine and extend existing research:
a preliminary Machine Learning algorithm comparison and
hyperparameter tuning shall help determine the optimal al-
gorithm for the CMAPSS dataset. Based on those preliminary
findings, a data-driven model is developed for RUL predic-
tion. Using this model, a methodology to compare the main-
tenance costs of different maintenance strategies is devel-
oped. In the final step, a fleet of ten aircraft is considered to
apply the methodology to a more realistic scenario. A similar
approach was developed by dePater et al. (2022), however,
only perfect and imperfect RUL prediction was considered,
while Reactive and Preventive Maintenance were neglected.

3. Background Information

This thesis touches upon a variety of different topics. A
brief introduction into maintenance strategies, aircraft main-
tenance, and Machine Learning shall provide the required
background information.

3.1. Machine Learning
In most industries, there is a clear shift towards data-

driven operations and a high reliance on big data to opti-
mize production processes, maximize throughput and mini-
mize occurring costs as much as possible. Machine Learning
has become popular in dealing with large amounts of gener-
ated data and improving relevant decisions. New and ever
more powerful algorithms and increasing computing power
are essential prerequisites for highly accurate predictions by
the algorithm. Especially in areas where conventional algo-
rithms are not able to perform specific tasks, such as speech
recognition, computer vision, or big data analysis, machine
learning has a significant advantage (Hu et al., 2022; Sil-
vestrin et al., 2019). This introduction shall provide relevant
background information.

Machine learning algorithms use training data and ex-
tract relevant features to build a model without explicitly be-
ing programmed in a certain way. This resulting model can
then use new, unseen input data to predict the corresponding
output and make decisions without human interaction. Con-
ventional algorithms, on the other hand, use the input data
and then determine the output based on specified calcula-
tions. Especially if the data is very complex and multivariate,
programming a conventional algorithm can be extremely dif-
ficult.

Machine Learning algorithms can perform a variety of dif-
ferent tasks, two of them being data classification and re-
gression. Data classification is used to analyze and sort input
data and classify each data point into a distinct category; for
example, analyzing different pictures of animals and assign-
ing them to categories such as “dog” or “cat” is considered

as classification. Regression uses input data to predict the
corresponding numerical output (Vollert & Theissler, 2021).
One example is the prediction of house prices based on the
number of bedrooms, living area, and house age. The differ-
ent types of algorithms can be categorized into three main
clusters (Lei et al., 2018):

• Supervised Learning: the training data contains in-
puts (each distinct input is also referred to as a feature)
and the corresponding output (called a label). Super-
vised learning algorithms extract the relevant informa-
tion from this data and learn which features are rele-
vant to predict the corresponding label accurately.

• Unsupervised Learning: only the features are avail-
able; therefore, the algorithm must find a way to struc-
ture the features and find hidden patterns within the
data itself.

• Reinforcement Learning: the algorithm tries to per-
form a specific task, e.g., driving an autonomous ve-
hicle, and receives positive or negative feedback. The
algorithm attempts to maximize these “rewards” and
adapts its output accordingly.

A common phenomenon among many machine learning
algorithms is called “overfitting”. During the training pro-
cess, the model learns from the training data and adapts ac-
cordingly to predict the output from the input as accurately
as possible. Suppose the algorithm picks up too much of the
noise of the input data and learns from the noise instead of
the more general underlying information. In that case, the
model is not generalizing the input data well enough, which
has to be prevented by countermeasures (Vollert & Theissler,
2021).

3.2. Maintenance Strategies
Maintenance, often referred to as “MRO” - Maintenance,

Repair, and Overhaul - can be defined in a variety of ways,
one being “any activity - such as tests, measurements, re-
placements, adjustments, and repairs - intended to retain or
restore a functional unit in or to a specified state in which
the unit can perform its required functions” (US Department
of Defense, 2004). Maintenance has two major objectives:
high availability of production equipment and low mainte-
nance costs. This is an apparent contradiction because higher
maintenance spending usually correlate with a lower chance
of system failure (Deighton, 2016).

Three major maintenance strategies must be distin-
guished: Corrective Maintenance, Preventive Maintenance,
and Predictive Maintenance (Lee & Scott, 2009). It must
be noted that these categories may vary if other literature is
considered.

3.2.1. Corrective Maintenance
The most straightforward strategy is Corrective Mainte-

nance, also referred to as Run-ToFailure or Reactive Main-
tenance. This strategy aims to “identify, isolate, and rectify
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a fault” (US Department of Defense, 2011) after it has oc-
curred, which means the machine or component is repaired
or replaced after failure; there are no maintenance tasks up to
this point. This approach is rarely used in its proper form be-
cause, most of the time, at least some basic preventive tasks,
such as machine lubrication or some forms of adjustment, are
performed in specific time intervals (Sirvio, 2015).

Corrective Maintenance has advantages and disadvan-
tages: it is straightforward to implement because no main-
tenance tasks must be planned, and no maintenance costs
incur in advance. However, costs are typically significantly
higher if an unplanned maintenance task occurs instead of
a planned task: first, an unscheduled task may result in un-
planned machine downtime and production loss, which de-
creases machine productivity. Also, a higher inventory of all
major spare parts must be kept, thus increasing inventory
holding costs. Outsourcing the spare part inventory may be
possible by purchasing the parts whenever they fail; however,
vendors typically charge additional premiums if the parts are
delivered on short notice (Mobley, 2002; Sirvio, 2015).

The maintenance staff has to be kept on stand-by and
ready whenever a failure occurs, thus increasing personal
costs and even overtime costs if necessary (Mobley, 2002).
Also, depending on the machine, a failure of certain compo-
nents may result in additional damage, which also increases
the cost for restoration.

Studies have shown that the overall maintenance costs of
Reactive Maintenance can be up to three times higher than
scheduling and performing the same tasks in advance before
failure occurs (Mobley, 2002). Still, there are applications
where this strategy is most suitable, such as easy-to-reach
lightbulbs, batteries in some remote-control devices, or sim-
ilar. Storing a sufficient supply of those spare parts incurs
negligible inventory holding costs and labor costs for Main-
tenance (e.g., exchanging the lightbulb). Also, failure of such
components is not considered a safety risk, unlike the failure
of a fan blade of a jet engine.

3.2.2. Preventive Maintenance
On the other hand, Preventive Maintenance is a strategy

where maintenance tasks are conducted based on elapsing
system parameters, such as time, cycles, produced units, or
driven miles. The conducted maintenance tasks vary greatly
and depend on the machine or component: it can range from
simple lubrication, oil change, or adjustments to very com-
plex tasks such as disassembling an aircraft engine and in-
specting each part individually (Lee & Scott, 2009).

The machine or component’s MTTF is considered to de-
termine the optimal maintenance interval. The MTTF can be
determined for each machine or component by considering
the failure rates. It usually follows a so-called bathtub curve:
during the beginning, the number of failures is high because
of defective parts that are not noticed before installation or
if the installation is not conducted correctly. After this initial
period, the curve stays relatively low for a more extended
period until the first components start to fail due to wearing
out (Mobley, 2002; Sirvio, 2015). Determining the optimal

maintenance interval is described in more detail in Chapter
6.

One major problem of this approach is the assumption
that all machines or components follow a uniform degra-
dation behavior, i.e., fail at approximately the same time/
cycle/mile. Each machine’s environmental and operating
condition can be considered to some extent, but only if the
correlation between the operating condition and acceler-
ated degradation is known. If a machine is subject to harsh
weather, the time to the following maintenance task may be
lowered by some factor. However, each machine is different
due to different production variabilities, operating histories,
and other factors that can hardly be considered when de-
termining the optimal maintenance interval. This results in
either over-maintained machines, which means maintenance
tasks occur more often than necessary, or in machine failure
(Mobley, 2002). Both cases result in higher maintenance
costs, additional machine downtime, and reduced profitabil-
ity, as shown in Figure 1: if the maintenance interval is low,
the preventive costs (orange) are high due to unnecessar-
ily conducted maintenance tasks. On the other hand, if the
interval between maintenance tasks is too high, the repair
costs due to machine failures are high (Lee & Scott, 2009;
Mobley, 2002). The optimal interval is shown in green, with
minimal total maintenance costs.

3.2.3. Predictive Maintenance
The third and most advanced approach is Predictive

Maintenance, sometimes referred to as Condition-Based
Maintenance. As opposed to Reactive or Preventive Mainte-
nance, this strategy considers the actual machine condition
to determine the optimal maintenance time for each machine
individually (Mobley, 2002).

A prerequisite for Predictive Maintenance is prognostics:
in a primary step, different machine parameters, such as
temperature, pressure, vibration, or fuel flow, are monitored
by a network of sensors. There are several non-destructive
ways to record such parameters during operation (Diamanti
& Soutis, 2010). The gathered sensor data is then analyzed
to assess the current system condition and predict the time
to failure, or RUL (Lei et al., 2018).

To evaluate the sensor data, Machine Learning algorithms
are commonly used. The different failure modes that can oc-
cur and how each can be detected based on a change in the
sensor values must be well understood when the model is de-
veloped. This is particularly the case for physics-based mod-
els, while data-driven approaches can extract some of this
information themselves, see Data-driven approaches below.
This knowledge is also essential when determining the types
of sensors and mounting locations, as well as for the selection
of the optimal Machine Learning algorithm (An et al., 2015;
Hu et al., 2022).

Prognostic models can be assigned to three categories:
data-driven, physics-based (or modelbased), and hybrid
forms (Vachtsevanos et al., 2006).

Data-driven approaches usually require large amounts
of previously recorded data to be trained effectively. Dur-
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Figure 1: Representation of the optimal maintenance interval
(Own graphic, derived from Dawotola et al. (2013))

ing this training, the Machine Learning algorithm learns and
adapts to find patterns in the data. The resulting model can
then be used to predict the failure mode, current system con-
dition, or RUL during operation. Data-driven models are par-
ticularly suitable if the system is too complex to build a physi-
cal model or if understanding the correlation between sensor
values and failure or RUL is too difficult.

The advantage of the data-driven model is that it extracts
the relevant information from the available data itself with-
out explicitly being programmed in a certain way. More in-
formation about Machine Learning and algorithm training is
provided in Chapter 5.

Physics-based approaches can be used if no such data is
available or if the degradation can be described with physi-
cal correlations. In this case, a physical model which explains
the system as accurately as possible is developed. This physi-
cal model is then used to determine the current system state,
future condition, and RUL from the fed sensor data. Usually,
systems are very complex and must be approximated some-
how, which may limit the performance of physics-based ap-
proaches. Hybrid approaches are a combination of both (Hu
et al., 2022). In the following, only the data-driven approach
is considered.

The integration of prognostics into maintenance planning
is referred to as Predictive Maintenance. The predicted RUL
can be used to determine when the maintenance task should
be performed in the most cost-optimal way. This is usually
as close to failure as possible, but before performance dete-
riorates too significantly or failure occurs. Also, machine uti-
lization can be taken into account to minimize the disruption
to the operation. Predictive Maintenance increases the safety
and optimizes spare part usage by reducing the likelihood of
unexpected failure. That way, the maintenance costs can be
minimized while maximizing the machine’s productivity. On
the other hand, Predictive Maintenance can be difficult and
costly to implement (Mobley, 2002; Tiddens et al., 2020).

3.3. Maintenance Cost Allocation
As stated above, maintenance costs have a significant ef-

fect on company finances. Studies suggest that maintenance

costs can account for up to 40% of total company turnover,
depending on the industry (Haroun, 2015).

As the complexity of machines in all industries has been
increasing, maintenance has become even more costly. How-
ever, the exact amount is often difficult to assess. From a
cost accounting perspective, tracing the maintenance costs
directly to a cost driver is hard to implement. Usually, over-
heads are used for this cost allocation. If a company eval-
uates the potential of switching from a Preventive Mainte-
nance strategy to a Predictive Maintenance strategy, estimat-
ing the cost/benefit can be particularly difficult. In order to
evaluate this reliably, a sufficient amount of past data has to
be available to determine the frequency and randomness of
breakdowns, excessive fuel/energy consumption during op-
eration, reduced throughput during operation, etc. (Haroun,
2015).

When considering aircraft engines as an example, the ex-
act maintenance costs, also called Direct Maintenance Costs
(DMC), and the engine’s endurable Time On-Wing (TOW)
vary greatly and depend on several criteria, such as the thrust
rating of the engine, operational severity (e.g., if the aircraft
is used for short- or long-range flights), the maturity of the
engine and the operating conditions (such as ambient tem-
perature or air quality) (Shannon & Ackert, 2011).

Generally, as described above, aircraft maintenance ac-
counts for approximately 10 − 15% of the airline’s operat-
ing expenses, and of those, around 43% can be attributed
to engine maintenance (IATA, 2021). Considering the aver-
age MRO spending per aircraft per year of $3.3 million and
assuming that 43% of those costs are attributed to engine
maintenance, this accounts for $1.42 million per aircraft for
engine maintenance per year. Reducing engine maintenance
costs by only 1% will result in cost savings of $14, 200 per air-
craft per year. Although evaluating the optimal maintenance
strategy and the cost benefit in applications such as aircraft
engines requires effort and know-how, significant savings can
be realized.
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3.4. Introduction to Aircraft and Jet Engine Maintenance
Before explaining the underlying model of this thesis and

comparing the incurred maintenance costs per cycle of indi-
vidual maintenance strategies, a brief introduction to aircraft
and jet engine maintenance shall provide the necessary back-
ground information. It is essential to understand how and
when maintenance costs occur to minimize them by select-
ing the optimal maintenance strategy.

The FAA requires regular maintenance checks and repairs
to ensure that the safety requirements of the aircraft are al-
ways met. Therefore, the aircraft manufacturer develops spe-
cific maintenance check schedules and corresponding inter-
vals for each aircraft type. The exact interval between those
checks can vary depending on several criteria, such as the
aircraft type, accrued flight hours and cycles, and operating
conditions. The individual checks can be divided into cate-
gories, also referred to as letter checks (Shannon & Ackert,
2010):

• A-checks are performed every 400-600 flight hours, or
every 200-300 cycles, depending on the aircraft type.
They are relatively easy to perform and require about
50− 70 person-hours. A typical aircraft undergoes an
A-check at the hangar every 10 to 20 days (dePater et
al., 2022). Common checklist items are inspecting inte-
rior and exterior surfaces with selected doors open and
electrical checks (Department for Business Innovation
and Skills, 2016; Shannon & Ackert, 2010).

• B-checks are performed every 6-8 months and are
thus more thorough when the aircraft is grounded for
around 2-3 days (Department for Business Innovation
and Skills, 2016).

• C-checks are much more extensive than the described
A - and B-checks and occur every 1220 months. During
a C-check, most components and systems of the aircraft
are inspected (Shannon & Ackert, 2010).

• D-checks, also referred to as “heavy maintenance
checks”, occur every 6-12 years and require the en-
tire airplane to be dismantled. All individual parts are
then thoroughly inspected and overhauled if neces-
sary. The maintenance costs for a 747-400 lie between
$4.0 million and $4.5 million (Department for Busi-
ness Innovation and Skills, 2016; Shannon & Ackert,
2010).

Aircraft engines are the most complex part of an aircraft
and require entirely different maintenance tasks than the air-
frame. The airframes’ and the engines’ maintenance intervals
are usually synchronized as much as possible to reduce the
time the aircraft is grounded.

There are three different objectives when the aircraft en-
gine is maintained (Shannon & Ackert, 2011):

• Operational: to keep the engine in good operational
condition.

• Value Retention: to reduce the engine’s deterioration
and maintain its value.

• Regulatory Requirements: set by regulatory authori-
ties to ensure safety.

When the engine undergoes Maintenance, two elements
must be considered, which are (Shannon & Ackert, 2011):

• Performance Restoration: during operation, many
parts of the engine are exposed to high temperatures
and extreme centrifugal forces, which deteriorate the
engine’s performance through erosion, fatigue, and
residue accumulation. As the engine ages, the Exhaust
Gas Temperature (EGT) increases, further accelerat-
ing the performance deterioration. If the EGT reaches
critical levels, it is, therefore, necessary to disman-
tle the engine to inspect, repair, clean, or replace the
necessary parts to restore performance.

• Life Limited Parts Replacement: many components
throughout the engine, such as turbine blades, disks,
or shafts, must be replaced after a certain number of
cycles. A failure of those components could not be con-
tained and may lead to a catastrophic incident. During
engine maintenance, the parts which approach their
life limit are replaced. Depending on how the engine
is operated, some components may never have to be
replaced during the entire engine life, mainly if only
long-range flights are conducted.

For the past decades, jet engines were usually maintained
based on a fixed schedule, often referred to as “hard time
interval”, without considering the current condition of the
engine. Due to the availability of highly accurate sensors
and Machine Learning algorithms, condition monitoring is
becoming more relevant in engine maintenance, where it is
usually referred to as “Engine Trend Monitoring”. Machine
Learning models analyze the information provided by the
sensors to determine the degradation and RUL of the engine.
Based on this information, the required maintenance task is
scheduled in the most cost-optimal way. This can be particu-
larly suitable for the first of the two described cases to detect
performance degradation well in advance. Life-limited parts
must still be replaced based on a fixed interval; thus, RUL
prediction is not applicable here (Shannon & Ackert, 2011).

Jet engines are regarded as highly complex machines
with many different failure modes, some of which are very
difficult to predict in advance. The system, in this case, the jet
engine, can be described as a macroscopic or a microscopic
system. The macroscopic system considers individual mod-
ules (High-Pressure Compressor (HPC), Low-Pressure Com-
pressor (LPC), High-Pressure Turbine (HPT), Low-Pressure
Turbine (LPT)) as a whole. Degradation of each module,
e.g., HPC degradation, can be detected by different sen-
sors throughout the module. On the other hand, the mi-
croscopic system also takes all individual components into
account, such as turbine or compressor blades, vanes, and
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fuel injectors. The degradation of each part is, with the cur-
rent technology, impossible to detect without closer inspec-
tion. One example is fine cracks in turbine blades resulting
from frequent temperature changes and centrifugal forces.
Such cracks and their size can usually only be detected by a
borescope or by removing the turbine blade completely and
using X-ray imaging technology. It is essential to remember
which types of degradation or failure modes can be detected
in advance with prognostics and for which types regular
maintenance intervals for thorough checks are still required
(Department for Business Innovation and Skills, 2016; Shan-
non & Ackert, 2011). The NASA dataset can only be used to
detect degradation and fault levels on the macroscopic level
(modules) but not for individual components.

4. NASA CMAPSS Dataset

A NASA turbofan jet engine dataset is used, provided by
the Prognostics Center of Excellence at NASA Ames (NASA,
2023). This dataset was previously generated using the
Commercial Modular Aero-Propulsion System Simulation
(CMAPSS), which was fed by recorded flight conditions on-
board a commercial aircraft. The CMAPSS dataset is chosen
for this study for several reasons: it is generally recognized
to be the benchmark dataset for RUL prognostics and has
thus been used for multiple studies. The findings can there-
fore be easily compared with existing research. Also, even
the sub-dataset FD001 is extensive and contains over 20,000
cycles. A cycle in this context is defined as follows: when an
engine undergoes engine start, takeoff, landing, and engine
shutdown, this counts as one engine cycle.

4.1. Dataset Description
The CMAPSS dataset consists of 4 sub-datasets, labeled

FD001 to FD004; each focused on different operating con-
ditions and fault modes. The fault mode provides more de-
tails on how the engine degrades and ultimately fails, e.g.,
an HPC degradation or a Fan degradation are two of the oc-
curring fault modes. The operating conditions are, e.g., the
Mach number of the aircraft or the altitude.

To train the machine learning model and to later compare
different maintenance strategies, only sub-dataset FD001 is
considered, where the fault mode is an HPC degradation.
Dataset FD001 contains data from 100 different engines.
Each of those engines is of the same type, e.g., the PW1100
from Pratt & Whitney, but starts with a different degree of ini-
tial wear and manufacturing variations, resulting in varying
cycles before the failure of each engine.

When planning the next engine inspection and determin-
ing the elapsed engine life, both the flight hours of the en-
gine as well as the cycles are considered. This is because
the high temperature within the engine and the high cen-
trifugal forces of rotating components vary significantly dur-
ing different flight phases. Long cruise phases where the en-
gine is operated at relatively uniform thrust settings well be-
low the maximum thrust setting deteriorate the engine life

less significantly than high thrust settings during takeoff. If
the aircraft is used for very short flights with relatively short
cruise phases, the additional wear resulting from frequent
load changes during the cycles would be underestimated if
only the flight hours were considered. As this dataset does
not provide any insights into the length of each flight in terms
of flight hours, only the cycles are considered.

The dataset can be further divided into training and test
datasets, each containing data from 100 engines. The train-
ing set contains sensor data of 20,631 cycles, while the test
set contains sensor data of 13,096 cycles. In both datasets
and for each cycle i, the unit number ei of the engine, the
current flight cycle ci of engine ei , multivariate time series
sensor data (sensors s1i to s21i), as well as the operating con-
ditions (o1i , o2i , o3i) are provided. Therefore, each row with
individual data points represents a snapshot taken during one
cycle, representing one flight. Each sensor measures a spe-
cific engine parameter, such as the Total Temperature of the
LPC outlet, Physical Core Speed, HPC Coolant Bleed, and To-
tal Pressure at the High-Pressure Compressor outlet. The spe-
cific physical parameter measured by each sensor is listed in
Table 20 in the appendix but shall not be discussed here in
further detail. The dataset can be formally described as X :

X = [x1, x2, . . . , xN ] ;
with x i = [ei , ci , s1i , s2i , . . . , s21i , o1i , o2i , o3i]

and i ∈ {1,2, . . . , N}
(1)

with N as the total number of flights, or cycles, in dataset
FD001, and x i containing all values provided during snap-
shot (or flight) i, which are the engine ID ei , current cycle ci ,
sensor data s1i . . . s21i , and operating conditions o1i , o2i , o3i .
N has to be differentiated between the training data set (N =
20, 631 cycles) and the test data (N = 13,096 cycles).

In the training set, the data of each engine starts at cycle
1, with each engine exhibiting an unknown engine history
and different manufacturing variations. The HPC degrades
from cycle to cycle until the engine eventually fails. In the
test set, various cycles are extracted from engines during dif-
ferent phases of the engine life, which is unknown. The avail-
able test data of each engine ends abruptly with varying re-
maining cycles until engine failure; refer to Figure 2 for a
graphical representation.

An additional file is provided containing the actual re-
maining cycles of each engine after the test data ends.

4.2. NASA CMAPSS Turbofan Data Set - Analysis and Data
Preparation

The training dataset is analyzed and prepared in a pri-
mary step. This is necessary before Machine Learning algo-
rithms can be applied. Furthermore, some relevant informa-
tion regarding engine degradation behavior can be extracted
by evaluating the trends of different sensors. This prelimi-
nary analysis can later help to validate the model.

In the training set, the total number of cycles of the 100
engines varies significantly between 120 and 360 cycles. The
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Figure 2: Graphical representation of the training and testing sets of the CMAPSS dataset

histograms of the 21 sensor values and the three operating
conditions in Figure 3 show that sensors s1, s5, s10, s16, s18, and
s19, and operating condition o3, do not show any variability;
those values remain constant throughout the entire dataset
for all engines and all cycles. Since those six sensors and o3
do not add any information for the machine learning model,
they are removed from the dataset for the following steps.
The values of the remaining sensor and operating conditions
follow a bell curve, which may be highly skewed.

To visualize the trend of the remaining sensor values dur-
ing engine operation, the values are plotted for ten randomly
selected engines of the training set, see Figure 4. Each color
represents one engine. Since each engine runs for a vari-
able number of cycles before failure, the abscissa is reversed,
so that cycle 0 (engine failure) is at the right for all engines
to increase comparability. Some sensors show a clear trend,
with sensor values either increasing or decreasing until fail-
ure (s2, s3, s11). Some other sensors (e.g., s14) also show a
trend, but the values diverge during the final 75 cycles and
either increase for some engines or decrease for others.

The range of each sensor is different; e.g., the s2 values
range from 640 to 645 while the s11 values range from 46
to 49. Feature rescaling is thus applied to each sensor and
operating condition individually to normalize the range to
the interval [0, 1]. To do this, the Min-Max Normalization
is used, which can be described by eq. 2, with x ′ being the
normalized sensor value and x being the original value:

x ′ =
x −min(x)

max(x)−min(x)
(2)

After normalization, the remaining sensors and operating
conditions serve as the features for

the machine learning model, described as X ′ in eq. 3:

X ′ =
�

x ′1, x ′2, . . . , x ′n
�

;
with x ′i =
�

s′2i , . . . , s′21i , o′1i , o′2i

�

and i ∈ {1, 2, . . . , N} (3)

For each cycle i, the model output is the RU L, a single
parameter. The RU Li indicates the remaining cycles during
cycle i until engine failure and serves as the label of the model
Y . Formally, this can be described as:

Y = [y1, y2, . . . , yn] ;
with yi = [RU Li] and i ∈ {1, 2, . . . , N} (4)

When examining the trend for each sensor in Figure 4
again, the values remain relatively constant until they start
to show a distinct trend and either increase or decrease to-
wards the end of their life. The closer the engine is to its
failure, the more distinct this trend becomes, generally start-
ing at approx. 100 cycles before failure. Machine Learning
algorithms can extract only very little information during the
phase where the sensor values are relatively constant. Sev-
eral papers have thus concluded that the prediction perfor-
mance of the RUL for cycles > 125 is low (dePater et al.,
2022). Performance can be significantly improved by intro-
ducing a piecewise linear function as the new target function
(label) during the training process, as depicted in Figure 5.
If the target RUL is > 125, it is set to the constant value of
125, resulting in the new label Y ′:

Y ′ =
�

y ′1, y ′2, . . . , y ′n
�

;
with yi =
�

RU L′i
�

and i ∈ {1,2, . . . , N} (5)

5. Machine Learning Model

A primary analysis of different machine learning algo-
rithms has been conducted to determine which algorithm ex-
hibits the highest performance when applied to the CMAPSS
dataset. During this study, five pre-selected algorithms were
trained with the training data set and evaluated using the test
data set. Criteria for the pre-selection process were: perfor-
mance scores in existing literature, simplicity of implemen-
tation, and fitness to be applied to multivariate time-series
data. Those algorithms are:

Decision Tree, Random Forest, K-Nearest Neighbor, Sup-
port Vector Machine, and MultiLayer Perceptron.

To evaluate the 5 described algorithms and different
hyperparameters, the Mean Absolute Error (MAE) and the
Root Mean Squared Error (RMSE) are calculated and used
as the model performance metrics, see eq. 6 and 7 (Trevisan,
2022):

MAE=

∑N
n=1

∑Mn
mn=1 |ymn − xmn|
∑N

n=1 Mn

(6)

RMSE =

√

√

√

√

∑N
n=1

∑Mn
mn=1 (ymn − xmn)

2

∑N
n=1 Mn

(7)
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Figure 3: Histogram of CMAPSS training dataset, each window representing an individual sensor or operating condition

Figure 4: Values of ten randomly selected engines for four different sensors
�

s2, s3, s11, s14

�

from cycle 250 (left) to 0 (right)

With N : number of engines in the dataset, Mn: number of to-
tal cycles of engine n, ymn: predicted RUL of engine n during
cycle m, and xmn: true RUL of engine n during cycle m.

5.1. Algorithms and Hyperparameter Tuning
For each algorithms, a preliminary hyperparameter tun-

ing, sometimes referred to as hyperparameter optimization,
has been conducted to optimize the performance. Hyperpa-
rameters are external model parameters that are not adapted
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Figure 5: RUL Target Function, which serves as the label for the Machine Learning model

automatically during algorithm training but must be set man-
ually to control the learning process. Therefore, hyperparam-
eters differ from the system parameters, such as the weights
of the Artificial Neural Network nodes, which are learned and
optimized during the training process itself. Depending on
the model, determining the optimal hyperparameters can be
difficult, especially for complex applications and multivariate
data. Hyperparameters must be balanced in the right way to
prevent overfitting and underfitting. Therefore, they signifi-
cantly influence the resulting model and must be determined
as accurately as possible. The bounds for each hyperparame-
ter are derived from literature and through experimentation,
representing an appropriate balancing of computing power
and model performance (An et al., 2015; scikit-learn devel-
opers, 2023; Silvestrin et al., 2019). There are different
strategies for this hyperparameter tuning:

Grid Search is an exhaustive search where all combina-
tions of the given hyperparameters are tested, and the opti-
mal tuple of hyperparameters is chosen.

On the other hand, Random Grid Search, which is a vari-
ation of Grid Search, does not evaluate all hyperparameter
combinations but only a certain number of random combi-
nations. This is usually faster but can still outperform Grid
Search, especially if the model only depends on a few hy-
perparameters. Since this thesis mainly focuses on the cost
comparison of different maintenance strategies, more com-
plex optimization algorithms such as Bayesian optimization,
Gradient-based optimization, and Evolutionary optimiza-
tion have not been considered here (scikit-learn developers,
2023).

Grid Search has been selected for determining the hyper-
parameters of the described algorithms, using the test dataset
and cross-validation (CV) of 3. The performance (RMSE and
MAE) of the hyperparameter tuple is then determined as the
average of the three independent CV computations.

It must be noted that the determined hyperparameters
are not necessarily globally optimal parameters. Further re-
finement of the search space would be required to increase

the performance further. By comparing the algorithms’ pre-
dictions after hyperparameter tuning with other results pub-
lished in papers, it can be concluded that the achieved accu-
racy is very similar, and thus the hyperparameters are within
an appropriate range. In the following, each of the consid-
ered algorithms, specific advantages, and disadvantages, as
well as their hyperparameters, shall be explained briefly. For
further details, please refer to the provided reference.

5.1.1. Decision Tree
Decision Trees are one of the most common and easy-to-

implement algorithms. They can be used in various fields,
such as classification, regression, and pattern identification,
showing promising results. Their structure can be best de-
scribed as a tree-like flow chart, consisting of decision nodes
that split the dataset further, end nodes as the final clusters
(leaves), and branches for connecting nodes, see Figure 6.
During the learning process, the tree starts to construct itself
by splitting the training dataset, which can be understood as
the tree’s root node (green). The emerging branches from the
root node feed into the internal decision nodes (grey), which
split the dataset further to form homogeneous splits based on
specific decision rules. This process is repeated, and decision
rules at the decision nodes are adapted until the data within
each emerging node is similar enough. At this point, the pre-
defined termination criterion prevents the further splitting of
nodes, resulting in the final clusters or leaf nodes (blue/or-
ange).

The classification rules are the paths from the tree’s root
to the individual leaves. The tree contains a finite number of
end nodes, each representing one cluster for the final predic-
tions. Using the decision tree to cluster the data into four cat-
egories, the decision tree would have four types of end nodes.
If it is used for regression, the regression prediction is not
smooth but rather piecewise constant. The more branches
and leaves the tree has, the more clusters for regression are
available and the fitter the model (Mohammed et al., 2017).

The advantages of this algorithm are that the trees can
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Figure 6: Graphical representation of a Decision Tree
(own figure, derived from Beauchamp (2020))

be visualized easily, and the branching process is thus easy
to understand. There is also only very little data preparation
required, such as normalization. On the other hand, very
deep trees can be too complex for the underlying data, which
means “overfitting” the training data can be a severe problem
if no mechanisms to prevent this are in place (Mohammed et
al., 2017). Since individual Decision Trees can be combined
to form a Random Forest, the hyperparameters are only de-
scribed for the Random Forest below.

5.1.2. Random Forest
Random Forests are multiple parallel individual Decision

Trees. Each tree predicts the output from the input data as
described above, but in a later step, the trees “vote” on the
most common answer to improve the accuracy. This is graph-
ically depicted in Figure 7. If the model is used for regression,
the mean average of all individual trees is usually calculated
and used as the final predicted value of the model. In case
individual trees are overfitted or not trained well enough,
the polling can improve the prediction of the forest signif-
icantly; therefore, they usually outperform individual trees
(Mohammed et al., 2017). Table 1 provides the hyperpa-
rameters and their ranges (scikit-learn developers, 2023).

• Number of Estimators: number of individual trees
within the forest

• Max. Depth: maximum depth of each tree

• Min. Samples per Split: minimum number of samples
within each internal node required for a split.

• Min. Samples per Leaf: minimum number of samples
required so that a node can become a leaf node; this
value is directly linked to the “Min. Samples per Split”,
as they influence one another. Both hyperparameters
are essential to smooth the model.

• Criterion: the function which is used to determine the
quality of a split: Squared Error: evaluates new split by
calculating the mean squared error; Friedmann MSE:

calculates the squared error with Friedmann improve-
ment. Poisson: uses the reduction in Poisson deviance.

• Max. Features: during each split, only one feature is
considered.

As described for the Decision Tree, the structure of Ran-
dom Forests with individual Decision Trees can be visualized
easily. Another advantage is that the feature importance can
be determined, which shows the influence each input feature
(here: sensors and operating conditions) has on the predic-
tion of the label (RUL). Details are provided in Table 2 for
the five features with the highest and the lowest importance.
When analyzing a Machine Learning model, the feature im-
portance can help determine which specific sensors are highly
important for the prediction of the output.

As Table 2 suggests, s11 shows the highest feature impor-
tance and accounts for roughly 64.67% of the prediction, fol-
lowed by s9(13.64%) and s4 (6.72%). The five sensors with
the highest feature importance explain more than 91% of the
prediction, while the lowest-ranked sensors/operating condi-
tions account for only 1.42% of the prediction.

5.1.3. K-Nearest Neighbors
K-Nearest Neighbors (KNN) algorithms can be used for

supervised and unsupervised learning, using a proximity cri-
terion to classify or predict the output of individual data
points.

It can be used for classification and regression problems
but is more commonly used for classification. Its implemen-
tation is simple and thus used for various applications, but
the calculations can be computationally expensive if the num-
ber of data points is significant.

For classification, new data points are classified based
on the majority vote of the surrounding k nearest datapoint
neighbors. The most frequently represented label of the sur-
rounding data points is then assigned to the new data point.
Weights are commonly used, so closer data points contribute
more strongly during the voting of the assigned class than
more distant data points.
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Table 1: Hyperparameters and the ranges for the Random Forest

Hyperparameter Lower Bound Upper Bound Chosen Parameter
No. of Estimators 1 500 362

Max. Depth 1 100 9
Min. Samples for Split 2 20 7
Min. Samples per Leaf 2 20 17

Criterion
Squared Error;

Friedmann MSE;
Poisson

Poisson

Figure 7: Graphical Representation of a Random Forest with individual Decision Trees
(own figure, derived from Beauchamp (2020))

Table 2: Feature Importance for the Random Forest

Highest
Importance Feature Importance [%]

Lowest
Importance Feature Importance [%]

s11 64.67 s8 0.59
s9 13.64 os1 0.39
s4 6.72 s17 0.23
s12 4.05 os2 0.21
s7 2.04 s6 0.00

Sum: 91.12 Sum: 1.41

For regression tasks, the average value of the k nearest
neighbors is assigned to the new data point. Again, weight-
ing the votes of the surrounding data points based on their
distance can improve the performance of the model.

How the distance is calculated between data points is
essential and can significantly affect the model. Some dis-
tance measures commonly used are the Manhattan Distance
and the Euclidean Distance. Also, the number of consid-
ered neighbors k has a significant impact on the performance
of the algorithm (IBM, 2023). The hyperparameters and
the ranges are provided in Table 3 (scikit-learn developers,
2023).

• Number of Neighbors: hyperparameter k specifies
how many surrounding data points, or neighbors, are
considered to determine the prediction output. This
parameter has a significant impact on the model.

• p: parameter p represents the method to calculate the
distance between data points. p = 1 is equivalent to
using the Manhattan Distance, while p = 2 means the
Euclidean Distance is used.

• Weights: “Uniform” allocates the same weight param-
eter to all data points during the calculations. For “Dis-
tance”, the closer the data point, the higher the at-
tributed weight parameter.
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Table 3: Hyperparameters and the ranges for the KNN

Hyperparameter Lower Bound Upper Bound Chosen Value
k 1 50 37
p 1 2 1

Weights Uniform; Distance Uniform

5.1.4. Artificial Neural Network
The Artificial Neural Network (ANN) can be described as

a computing system that tries to mimic the biological nervous
system.

The ANN consists of a collection of artificial neurons, also
called nodes, which are connected to transmit information
via “edges”. Each node can receive signals from the previous
layer of nodes, then processes the input signals in a specific,
non-linear way, which is represented by the activation func-
tion f (x), and sends the result of the computation to the fol-
lowing layer. Each node and edge have an attributed weight
parameter w to adjust the strength of each input signal. The
higher the weight, the higher the influence of the input sent
through an edge from one node to the next. This is graph-
ically represented in Figure 8b. The bias is a constant term
added to the computation within each neuron to shift the re-
sult to the positive or negative.

During training, the network adjusts the weight parame-
ters automatically to adapt to the specific task and improve
performance. Training data passes through the network,
where each node processes the information, and the corre-
sponding output is predicted. The error between the pre-
dicted output and the true output, which is provided in
the training data as the label during supervised learning, is
calculated. The weight parameters and bias are then ad-
justed to minimize this error. When further adjusting the
weight parameters does not improve the error significantly,
the learning process can be stopped (Mohammed et al.,
2017; Silvestrin et al., 2019).

The arrangement of neurons is usually divided into lay-
ers, and each layer of nodes may perform a different mathe-
matical transformation before passing the signal to the next
layer. The first layer is referred to as the input layer, which
consists of as many neurons as there are features in the data.
The last layer of the network is the output layer, which trans-
forms the values it receives from the neurons of the previous
layers into the output. Each layer between the input and
output layer is called a hidden layer. If the model consists of
more than one hidden layer, it is referred to as a Deep Neural
Network (DNN), see Figure 8a. The more layers the model
has, the more complex its calculations can be. If the network
is fully connected, meaning each neuron of one layer is con-
nected via an edge to all neurons of the next layer, but with-
out any edges to neurons of the same layer, it is called Multi-
Layer Perceptron (MLP). In the following, the MLP form of
the ANN will be considered (Mohammed et al., 2017).

MLPs can model non-linear processes, and they are thus
used in a variety of different applications, including pattern
recognition, medical diagnosis, data mining, and vehicle con-

trol. Since the input parameters, such as the number of nodes
in each layer and the number of hidden layers, have a sig-
nificant influence on the structure of the network and thus
on the accuracy of the predictions, a good prior understand-
ing of the problem as well as the network is required. Dis-
advantages of this type of network include requiring a rel-
atively large amount of training data. Also, although ANNs
and MLPs are very powerful across multiple applications, it is
generally difficult to understand how the specific model func-
tions, especially for DNNs with multiple hidden layers (Mo-
hammed et al., 2017). Table 4 provides the hyperparameters
that are considered in the tuning, as well as the upper and
lower bound.

• Hidden Layer Size: this integer value specifies the
number of hidden layers within the network, exclud-
ing the input and the output layer.

• Neurons per Layer: defines the number of neurons
per network layer. Not all layers are required to have
the same number of neurons, e.g. (40, 50,40) would
specify a network with 40 neurons in the first hidden
layer, 50 neurons in the second, and 40 in the third
hidden layer.

• Activation Function: defines the specific function of
each node within the hidden layers and how the nodes’
input is transformed into the output. Two functions
have proven to be extremely powerful and are thus con-
sidered in this hyperparameter tuning: tanh is defined
as the hyperbolic tan function, which returns f(x) =
tanh(x); and RELU (Rectified Linear Unit Function),
which returns f (x) =max(0, x)

• Solver: is used to determine the weights during the
learning process. The three considered solvers are:
adam: which is a stochastic gradient-based optimizer;
sgd: an optimizer relying on stochastic gradient de-
scent, and lbfgs: an optimizer that is part of the quasi-
Newton methods.

• α: during the learning process, the error between the
predicted output and the true output is minimized. In
addition to this “plain error” term in the error function,
a second term, the L2 term, is introduced, penalizing
larger weight parameters to prevent overfitting. Larger
values of α may prevent high variance, which is a sign
of overfitting, while lower values of α encourage larger
weights to prevent bias, a sign of underfitting.

• Learning rate: set to “adaptive”, meaning it decreases
during learning.
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Figure 8: Graphical Representation of a Deep Neural Network
(own figure, derived from McCaffrey (2013))

Table 4: Hyperparameters and the ranges for the MLP

Hyperparameter Lower Bound Upper Bound Chosen Value
Hidden Layer Size 1 4 3
Neurons per Layer 5 100 (40, 40,40)
Activation Function Tanh; RELU RELU

Solver Adam; SGD; LBFGS Adam
Alpha 0.00005 0.001 0.0002

5.1.5. Support Vector Machine
The Support Vector Machine (SVM) is a supervised algo-

rithm that can be used for classification and regression tasks.
For example, if a training dataset with data points belonging
to one of two categories is provided, the algorithm builds a
model by splitting the dataspace into two distinct areas.

During the learning phase, the split is optimized by max-
imizing the distance between the data points belonging to
the two categories. By using a kernel trick to increase the
dimension of the dataspace, the algorithm can also be used
for non-linear classification. An extension to the described
model allows regression, which is considered Support Vector
Regression (SVR). SVM and SVR are used in various applica-
tions and provide good results. Generally, the performance is
highest if there is a clear margin between the splits or if the
dataspace can be easily described in a higher dimensional
space. Since this concept is very complex, it is referred to
Smola and Schoelkopf (2004) for further details and addi-
tional information. The result of the hyperparameter tuning
is provided in Table 5.

• C: usually, it is not possible to split the dataset into dis-
tinct categories without some misclassified data points.
Parameter C introduces a “soft margin” which allows
the misclassification of some data points but penalizes
each one.

• γ: when applying a Kernel trick, the parameter gamma
controls the similarity measures in the new space.

• Kernel: RBF: Radial Basis Function Kernel; Poly: Poly-
nomial Method.

5.1.6. Uncertainties
Regardless of the algorithm used to construct the model,

the prediction is influenced by uncertainties. It is crucial to
keep the sources of uncertainty in mind and reduce them as
much as possible to improve the model’s performance and,
thus, the predictions. Generally, uncertainties can be catego-
rized into (Huellermeier, 2021):

• Epistemic Uncertainty: this type of uncertainty is
caused by a lack of relevant training data. Relevance
in this context refers to data where the training and test
data are similar. Depending on the type of problem,
its complexity, and the chosen algorithm, a different
amount of training data might be required. Generally,
models have a low epistemic uncertainty if the training
data and the test data are very similar, which means
the model can extract the relevant information during
the training process and then accurately predict the
output when the test data is used. By providing addi-
tional relevant training data, this type of uncertainty is
reducible (Huellermeier, 2021).

• The second source of uncertainty is called aleatoric
uncertainty, which refers to the contamination of the
data with noise or randomness. It is often referred
to as data uncertainty. Unlike epistemic uncertainty,
aleatoric uncertainty cannot be reduced by providing
additional data (Huellermeier, 2021).
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Table 5: Hyperparameters and the ranges for the SVR

Hyperparameter Lower Bound Upper Bound Chosen Value
C 0.1 100 10
γ 0.0001 10 0.01

Kernel RBF; Poly RBF

5.2. Performance Analysis of Algorithms
The MAE and RMSE (eq. 6 and 7) are calculated for the

five algorithms. As the results in Table 6 suggest, the Multi-
Layer Perceptron provides the lowest MAE and RMSE, corre-
sponding to the highest overall performance. Those values
are within a similar range when other papers are considered
(Silvestrin et al., 2019). The MLP is therefore chosen for the
further procedure.

To evaluate the performance of the MLP more thoroughly,
the difference between the true RUL and the predicted RUL
is plotted for all cycles of the dataset as a histogram. Figure
9 shows the result, with the mean at 0.52, the mode at 0.62,
and the red line at 0.0 for reference. The values to the right
of the red line in the positive section of the abscissa can be
considered uncritical because the predicted RUL values are
lower than the actual RUL values (underestimated). All val-
ues to the left of the red line in the negative section of the
abscissa are more critical because the MLP model overesti-
mates the RUL.

When the predicted RUL (blue line) is plotted for an ex-
emplary engine of the test set (engine 32) in Figure 10, the
predicted RUL fluctuates due to the underlying background
sensor noise of the data. To minimize the effect of those fluc-
tuations, exponential smoothing is applied, which results in
the red line. In eq. 8, s represents the smoothed data at cycle
t, x the original, unsmoothed data, and the smoothing factor
is set to α= 0.25.

st = α · x t + (1−α) · x t−1; for t > 0
s0 = x0; for t = 0 (8)

Since this is an engine from the test set, the actual cycle
at which the data recording begins is not known, but is set to
0 in the figure. The smoothed RUL remains relatively steady
with minor fluctuations at around 125 for cycles > 80. This
is the part of the piecewise linear function (label) where the
target value is set to 125.

At around cycle 80, the predicted RUL starts to drop. The
smoothed RUL ends cycle 144 with a predicted RUL of 54.6
cycles. The true RUL at this cycle is 48 cycles, meaning the
MLP model overestimated the RUL by 6.6 cycles.

When different engines are compared, it is observed that
the RUL for some engines is predicted more accurately than
for other engines. To analyze this, the sensor values of “good”
and “bad” predictions are compared in the same diagram. A
“good” prediction in this context refers to engines where the
difference between the last predicted RUL value and the ac-
tual RUL value differs < 4 cycles, while a “bad” prediction is
defined to be a difference of > 25 cycles. Since the engines

in the test set are all at different phases of engine life, only
engines where the RUL after the last cycle is similar can be di-
rectly compared. In Figure 11, the sensor values of s11 and s9
of three “good” engines (blue) and three “bad” engines (red)
are plotted. The percentage value describes the feature im-
portance of the respective sensor. For all sensors, there is no
apparent difference between “good” predictions and “bad”
predictions; therefore, some underlying information within
the sensor data must be the reason for the prediction differ-
ences in the model.

6. Cost Comparison of Different Maintenance Strategies

In the following chapter, the considered maintenance
strategies are compared based on the CMAPSS dataset. First,
the methodology and the assumptions to determine the aver-
age maintenance costs per cycle c̄ (see eq. 9) are introduced
in Chapter 6.1. The general methodology is adapted when
it is applied to each strategy in the subsequent sub-chapters.
Also, different simplifications are implemented, as discussed
below. The results of the cost comparison are provided in
Chapter 6.2. The considered maintenance strategies are:

• Reference: c̄ for the Reference Case shall serve as a
lower baseline. For this, it is assumed that the true
RUL of each engine is known in advance without error.
Therefore, the required maintenance tasks can be con-
ducted at the cycle during which engine failure would
occur to maximize engine life. This reference case shall
provide a theoretical lower cost limit per cycle, which
cannot be replicated in a real scenario.

• Reactive: the engine always fails; no maintenance oc-
curs before failure. This case shall serve as the upper
limit for the costs per cycle c̄.

• Preventive: the optimal maintenance interval t∗ is de-
termined based on the failure distribution of the en-
gines. t∗ is then applied to the respective dataset to
determine c̄.

• Predictive: the RUL of each engine is continuously de-
termined using the described MLP model of Chapter
5.1 and 5.2. If the RUL falls below an alarm trigger T ,
the maintenance task is scheduled.

6.1. Methodology and Assumptions
To make engine maintenance costs comparable, they are

commonly specified in terms of Costs / Flight Hours (FH)
(Shannon & Ackert, 2011). Since the CMAPSS dataset lacks
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Table 6: Performance comparison for different algorithms for the RUL predictions before and after Exponential Smoothing (Exp. Sm.)

Algorithm Exp. Sm. MAE Exp. Sm. RMSE MAE RMSE
Decision Tree 12.10 16.31 12.60 17.70

Random Forest 12.05 16.18 12.14 16.55
KNN 12.81 16.84 12.79 17.12
MLP 10.45 15.94 10.65 16.08
SVR 13.31 16.58 13.52 17.26

Figure 9: Histogram of Prediction Error

Figure 10: RUL Prediction of Engine 32 (blue: un-smoothed; red: smoothed)

information about the FH, a different approach is chosen.
Therefore, the average maintenance costs per cycle c̄ are de-
fined as:

c̄ =
1
N

N
∑

n=1

Cn

Zn
(9)

with N : total number of engines in the considered sub-
dataset, n: current engine, Cn the total maintenance costs
for engine n, Zn the total cycles of engine n.

The exact calculation of the average costs per cycle c̄ as
defined in eq. 9 differs slightly for the individual mainte-
nance strategies. Therefore, an adaption of eq. 9 is required,
as described in more detail below.

As the exact maintenance costs vary significantly based
on the specific engine type and the conducted maintenance
task, exemplary costs will be assumed for the following com-
parison. Artificial “Monetary Units” (MU) are used to show
the relation of costs between different strategies rather than
absolute values. The assumed cost to perform a maintenance
task before failure is set to cm = 10 MU. As a simplification,
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Figure 11: Sensor Values of s11 and s9 for three “good Predictions” (blue) and three “bad” predictions (red). The percentage indicates the
feature importance as determined by the Random Forest.

cm does not vary irrespective of the maintenance task cycle
(i.e., the costs are always 10 MU, regardless of whether 100
cycles remain until failure or just one cycle).

On the other hand, the costs to perform a maintenance
task after failure are set to c f = 100 MU, which is ten times
higher than cm. After the engine has failed, the tasks required
to restore the engine are more complex due to internal dam-
age and, thus, more costly. Also, if an aircraft engine fails
during flight, this will usually result in an emergency landing
at the closest airport, requiring additional costs to transport
the failed engine to the next suitable maintenance facility.
Unexpected aircraft downtime and negative media coverage
of the incident may also decrease passenger volume and rev-
enue, in the latter case, even for an extended time. Generally,
these costs are complicated to estimate, but they shall be re-
flected in c f .

It is assumed that at the first cycle of each engine, the
engine is in the “as good as new” state, and both maintenance
cases (maintenance before or after failure) will restore the
engine to the “as good as new” condition again. Furthermore,
for simplicity, each cycle shall represent one day.

To determine the costs per cycle and to compare the dif-
ferent maintenance strategies, engine data with RUL predic-
tion until failure is required. For each engine of the test set,
the data begins at an unknown cycle during the engine life
and terminates some time before failure, as depicted in Fig-
ure 2. Determining the costs per cycle according to eq. 9
is thus not feasible because the total number of cycles is un-
known. Therefore, the training set must be considered for
the further analysis.

Since this training set is also necessary to train the Ma-
chine Learning model for Predictive Maintenance, the origi-
nal training set is split five times to create new training and
testing data. First, engines 1-20 are set aside and used as a
new test set (TS1), while the remaining 80 engines (21−100)
are used for model training (or learning), from now on re-
ferred to as learning set 1, or LS1. Next, engines 21−40 are
used as the new test set TS2, while engines 1-20 and 41-100
are used to train the model (LS2). This is repeated five times;
the resulting new test sets are labeled TS1 to TS5, while the

new learning sets are labeled LS1 to LS5. Although train-
ing instances are only necessary for Predictive Maintenance,
the costs for all considered maintenance strategies are deter-
mined based on the same dataset to enable a comparison.

6.1.1. Reference Case
For this case, it is assumed that the true RUL of each cycle

is known; therefore, the exact failure point (red line in Figure
12, representing a potential failure during cycle 228) can be
anticipated well in advance. The optimal maintenance time
(green) is the cycle during which engine failure would occur,
which in this exemplary case corresponds to cycle 228. Eq.
9 is adjusted accordingly to determine the average costs per
cycle of the Reference Case c̄re f , which results in:

c̄re f =
1
N

N
∑

n=1

cm

Zn − 1
(10)

It must be noted that this Reference Case can only be included
in this analysis because the actual RUL values are provided
in the dataset. In practice, this information is unavailable;
therefore, such a reference case may not be feasible. Again,
this shall serve as a lower baseline.

6.1.2. Reactive Maintenance
For this case, it is assumed that the engine always runs

until failure and is then restored to the “as good as new”
state. As described above, the incurred maintenance costs
for maintenance after failure c f are ten times higher than be-
fore failure cm, which results in significantly higher average
costs per cycle for Reactive Maintenance c̄R. Eq. 9 is again
adjusted, leading to eq. 11.

This is graphically represented in Figure 13, where engine
failure occurs during cycle 228.

c̄R =
1
N

N
∑

n=1

c f

Zn
(11)

Due to regulatory requirements, it is unlikely that no en-
gine inspection or maintenance tasks are conducted during
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Figure 12: Graphical Representation of the Reference Case

Figure 13: Graphical Representation of Reactive Maintenance

operation at all. Therefore, c̄R shall serve as the hypothetical
upper-cost limit.

6.1.3. Preventive Maintenance
As described in Chapter 3, the optimal maintenance in-

terval for Preventive Maintenance is determined based on
the failure distribution of the machine, or in this case, the
engine. The approach is described for LS1 as an example,
which is then repeated for LS2 to LS5.

In the primary step, the most suitable distribution func-
tion based on the Bayesian Information Criterion (BIC) and
the Anderson-Darling Test (AD) is determined for LS1. The
BIC is a commonly used criterion for distribution model selec-
tion. A distribution function with a low BIC value is usually
preferred. The Anderson-Darling Test is a statistical test that
helps to determine if a sample was drawn from data with a
specific distribution. Again, a lower AD value generally in-
dicates a better fit. For the detailed calculation of both test
values, please refer to National Institute of Standards and
Technology (2022) and Reid (2023).

The failure distribution of the 80 engines of LS1, as well
as the probability density and the cumulative distribution of
all fitted distribution functions, is shown in Figure 14. The
results of the statistical tests for three common distributions
are provided in Table 7. The probability plots of all fitted
distributions is provided in the appendix in Figure 26 and
Figure 27.

Based on the BIC and AD values in Table 7, the two-
parameter Lognormal distribution describes the dataset
most accurately. Therefore, the hypothesis that LS1 can
be described by the Lognormal distribution is assumed. To
test whether this hypothesis can be accepted or rejected,
a Kolmogorov-Smirnov Test (KS) was conducted. This sta-
tistical test can determine the goodness of fit between the
dataset and the chosen distribution, but it differs from the
BIC and AD as it cannot be used for distribution comparison
(National Institute of Standards and Technology, 2022; Reid,
2023). The KS test results prove that at the 0.05 significance
level, the hypothesis that the dataset can be described by the
lognormal distribution can be accepted (KS statistic value:
0.09412 for µ= 5.3062 and σ = 0.2121).

On the other hand, the hypothesis that the dataset can
be described by either the Normal distribution or the Weibull

distribution can be rejected at the 0.05 significance level (KS
statistic values of 0.1383 and 0.1566, respectively). There-
fore, the Lognormal distribution is chosen to determine the
optimal maintenance interval t∗ for LS1. Statistical tests on
all other learning sets LS2 to LS5 indicate that the Lognormal
distribution also describes the individual failure distribution
most accurately, but with different parameters µ and σ.

The Lognormal distribution can be described as a continu-
ous probability distribution function of a variable whose log-
arithm is normally distributed (Dodge, 2008). Compared to
the normal distribution, the Lognormal distribution is right-
tailed. It is often used to model the distribution of techni-
cal or biological processes, such as system failures, where
the variable cannot be negative. The Lognormal distribu-
tion is also commonly used in reliability analysis to model
the time to perform Maintenance on a system, as is the case
here (Dodge, 2008).

For LS1, the two required parameters describing the dis-
tribution are µ = 5.3062 and σ = 0.2121. This results in a
reliability function:

R(t) =

∫ ∞

ln(t)

1

σ′
p

2π
e−

1
2

�

x−µ′

σ′

�2

d x (12)

with µ′ as the mean of the natural logarithms of the times-to-
failure and σ′ as the standard deviation of the natural loga-
rithms of the times-to-failure (Dodge, 2008).

As is the case for the Normal distribution, R(t) for the
Lognormal distribution does not have a closed form solu-
tion, meaning the corresponding value must be determined
through a table or a numerical approximation. A polynomial
of degree six is used for the numerical approximation of R(t),
from now on referred to as R′(t), which shall not be explained
further.

To determine the optimal maintenance interval t∗, the
Cost Per Unit Time (CPUT) function is introduced in eq. 13:

C PU T (t) =
cm · R′(t) + c f · (1− R′(t))
∫ t

0 R′(s)ds
(13)

with R′(t) as the approximated Reliability Function at cycle
t, and cm and c f as the maintenance costs before and after
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Figure 14: Probability Plot for all Distributions

Table 7: Statistical test results for three common distributions that are applied to LS1

Distribution BIC AD KS
Lognormal 2P 1044.12 0.8206 0,09412

Weibull 2P 1059.21 2.0809 0,1383
Normal 2P 1070.71 3.0891 0,1566

failure, respectively (ReliaSoft Corporation, 2009). The opti-
mal maintenance interval t∗ is obtained by setting the partial
differential equal to 0 (ReliaSoft Corporation, 2009):

∂ C PU T (t∗)
∂ t

= 0 (14)

After t∗ is determined from the LS according to eq. 13 and
eq. 14, the average costs per cycle c̄Pv are then calculated for
the respective TS as:

c̄Pv =
1
N

N
∑

n=1

cm · xn + c f · (1− xn)

Zn
(15)

x i can take the values of 0 and 1,0 meaning the engine
has failed before the scheduled maintenance task was con-
ducted, and 1 meaning the task has been conducted before
failure. Zn in this formula represents the cycle at which the
maintenance task of engine n is conducted. If a failure oc-
curs, Zn is equal to the failure cycle of engine n, otherwise Zn
is equal to the optimal maintenance interval t∗. Results are
provided in Table 10.

6.1.4. Predictive Maintenance
Lastly, the average maintenance costs per cycle for Pre-

dictive Maintenance c̄Pd are determined. For each of the five
dataset splits described above, the 80 engines of the respec-
tive LS are used to train an individual MLP model, while the
remaining 20 engines of the corresponding TS are used to
predict the RUL.

The RUL predictions of the 20 engines of TS1 are dis-
played in Figure 15. Each color represents a different en-
gine, while the linear red line shows the true RUL at each cy-
cle. Due to the previously described data noise, the predicted
RUL is smoothed with exponential smoothing (α= 0,25) ac-
cording to eq. 8. This decreases the the fluctuations of the
predictions, see Figure 16.

As Figure 16 suggests, the RUL prediction of the MLP
model is overestimated for some engines and underestimated
for others. Towards the end of the engine life, the RUL of all
engines converges, and the prediction error (difference be-
tween the red line as the true RUL and the predictions) de-
creases. This can be confirmed when the average MAE across
all 20 engines is plotted for cycles 125 to 0, see Figure 17.
A decrease of the MAE can be observed from cycle 60 to 0,
meaning the RUL prediction error decreases as the engine ap-
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Figure 15: RUL predictions of 20 engines of TS1 before Exponential Smoothing

Figure 16: RUL predictions of 20 engines of TS1 after Exponential Smoothing

proaches engine failure. The same behavior can be observed
for the RMSE (Figure 28 in the appendix).

As opposed to the other maintenance strategies, Predic-
tive Maintenance considers the actual RUL of the respective
engine, which is continuously predicted during each cycle.
To determine how the maintenance decision process is in-
fluenced by the predicted RUL, an alarm trigger T and an
operational buffer β are introduced.

As soon as the exponentially smoothed RUL of an engine
falls below the alarm trigger T , a maintenance task is sched-
uled in exactly β = 20 days, corresponding to the operational
buffer time. β is assumed to be required to prepare the en-
gine maintenance task, i.e. to ensure sufficient time is avail-

able for spare parts procurement and capacity planning. Fur-
thermore, airlines try to keep each aircraft in the air as much
as possible and apply tight schedules without large buffers
to incorporate delays. Therefore, enough time is required to
reschedule the flights during the maintenance task to a dif-
ferent aircraft. β is a fixed parameter that is provided by ex-
ternal circumstances. It can only be influenced (decreased)
by the maintenance operations but not by adapting the MLP
model.

This concept is also depicted in Figure 18 for an exem-
plary alarm trigger of T = 54. The additional parameter γ
shall represent the safety buffer, i.e., the remaining cycles af-
ter the scheduled maintenance task. Only T and β are speci-
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Figure 17: MAE for the engines of TS1

fied, while γ results from those two values automatically and
can be calculated as γ= T − β .

The costs per cycle for Predictive Maintenance c̄Pd are de-
termined according to eq. 16:

c̄Pd =
1
N

N
∑

n=1

cm · xn + c f · (1− xn)

Zn
(16)

As previously described for Preventive Maintenance, x i
can take the values of 0 and 1, depending if failure occurs.
Zn corresponds to the cycle at which the maintenance task of
engine n is conducted. If a failure occurs, Zn is equal to the
failure cycle of engine n.

To determine the optimal alarm trigger T ∗ for each TS, c̄Pd
is calculated according to eq. 16 for T ∈ [20,120]. To max-
imize engine availability, T would ideally be equal the oper-
ational buffer β so that the engine is maintained as close to
failure as possible. This would result in a safety buffer γ= 0.
Due to the fluctuations and the uncertainty of the predicted
RUL (primarily due to overpredicted RUL for some engines),
if T is set too low, some engine would fail before the sched-
uled task in 20 days occurs. Therefore, T must be adjusted
upwards until a cost-per-cycle minimum is reached.

As stated above, the optimal alarm trigger T ∗ is deter-
mined directly from the test sets. Generally, the preferred
approach would be to use three different datasets: first, the
machine learning model is trained with the engines of the
training datasets (LS). Then, the resulting model is used to
predict the RUL of different engines to determine T ∗. Lastly,
an independent third set of engines is used for the calcu-
lation of c̄Pd with the previously determined T ∗. However,
this would require a three-fold split of the dataset, such as
60/20/20. Since only 100 training engines are available in
the CMAPSS dataset, this approach is discarded because it

would result in a machine learning model with lower perfor-
mance. It is important to note that T ∗ can only be determined
from each of the five test sets (TS1 to TS5) but not from the
learning sets (LS1 to LS5). It is impossible to determine the
performance of a machine learning model with the same data
already used during the training process.

6.2. Results and Discussion for the Cost Comparison
The results of each maintenance strategy are provided in

the following tables. Each TS is considered individually. The
average maintenance costs per cycle c̄, as well as the failure
count (Failures) and the average interval to the maintenance
task (Avg. Int.) are determined. If not specified otherwise,
cm = 10 and c f = 100 are assumed.

6.2.1. Reference Case
The average costs per cycle for the Reference Case c̄ref are

summarized in Table 8, averaging at 0.05097 MU per cycle.
Fluctuation can be observed across the Test Sets. The average
interval (Avg. Int.) is determined to be 205.8 cycles. Since
all engines are maintained before failure, the failure count
(Failures) is zero for all Test Sets.

As this case serves as the lower baseline, the percentage
increase of c̄ of the following strategies related to the Refer-
ence Case shall also be determined.

6.2.2. Reactive Maintenance
For Reactive Maintenance, the results are summarized in

Table 9. The average maintenance costs per cycle c̄R across
all TS is determined to be 0.5070 MU, while the average in-
terval is 206.8 cycles. Compared to the Reference Case, the
percentage increase of c̄R (Incr. to Ref.) is 894.7%. Since no
maintenance tasks are conducted, all 20 engines fail. Again,
this case shall serve as the upper cost limit.
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Figure 18: Graphical representation of the proposed methodology for Predictive Maintenance

Table 8: Cost comparison results for the Reference Case

Test Set c̄ref Failures Avg. Int.
TS1 0.04992 0 207.4
TS2 0.05613 0 181.9
TS3 0.05035 0 208.4
TS4 0.05057 0 208.8
TS5 0.04788 0 223.7

Average 0.05097 0 205.8

Table 9: Cost comparison results for Reactive Maintenance

Test Set c̄R Failures Avg. Int. Incr. to Ref. [%]
TS1 0.4966 20 208.4 894.8
TS2 0.5581 20 182.9 894.3
TS3 0.5009 20 209.4 894.8
TS4 0.5031 20 209.8 894.9
TS5 0.4764 20 224.7 895.0

Average 0.5070 20 206.8 894.7

6.2.3. Preventive Maintenance
For the individual distribution parameters of µ andσ (de-

pending on the respective TS), the optimal maintenance in-
terval is determined to be t∗ = 122.9 cycles (average across
all TS), according to eq. 13 and eq. 14. Compared to the
Reference Case, this a drastic decrease. t∗ is rounded down
to obtain integer values, because decimal intervals are not
practicable. According to eq. 15, the optimal average costs
per cycle for Preventive Maintenance can be determined to
be c̄Pv = 0.0885 MU, which is a 73.6% increase compared to
the Reference Case. Across all TS, no engine failures occur.

The two terms of the numerator of C PU T (t) (eq. 13)
for TS1 are depicted in Figure 19 in grey (Corrective Re-

pair Costs) and orange (Preventive Repair Costs) for different
maintenance intervals t. CPUT (t) is depicted in the same
figure in blue (approximated by a polynomial function, deg.
6)

As can be seen, the minimum is located at t∗ = 119.90
cycles, which is the same result already obtained by eq. 14.
If a maintenance interval t > t∗ is chosen, c̄Pv increases due
to an increased chance of engine failure. On the other hand,
if a maintenance interval t < t∗ is chosen, c̄Pv increases due
to over-maintenance.

Furthermore, the optimal maintenance interval t∗ de-
pends on the cost assumption of c f and cm, see the eq. 13.
To determine the influence of varying cost assumptions on t∗

and c̄Pv , different cost ratios of c f /cm shall be considered for
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Table 10: Cost comparison results for Preventive Maintenance

Test Set t∗ c̄Pv Failures Incr. to Ref. [%]
TS1 119.9 0.0902 0 80.6
TS2 124.7 0.0875 0 55.8
TS3 120.5 0.0905 0 79.7
TS4 124.3 0.0878 0 73.6
TS5 125.2 0.0864 0 80.5

Average 122.9 0.0885 0 73.6

Figure 19: Preventive Maintenance Costs

TS1. Therefore, c f is varied between c f = [20, 1000], while
cm = 10 is kept constant.

Table 11 provides t∗ and the resulting c̄Pv for the different
cost ratios. This analysis shows that c̄Pv increase as the ratio
of c f /cm increases. Also, for higher ratios of c f /cm, the opti-
mal maintenance interval shifts to shorter intervals because
it is more favorable to decrease the chance of failure. Those
results are also graphically depicted in Figure 20 a and b.

6.2.4. Predictive Maintenance
The optimal T ∗ for each Test Set and the resulting costs

per cycle c̄Pd according to eq.16 are provided in Table 12:
When c̄Pd between the Reference Case and Predictive

Maintenance is compared, a cost increase of 13.4% com-
pared to the Reference Case is observed. On the other hand,
when Preventive Maintenance and Predictive Maintenance
are compared, c̄Pd is on average 30.1% lower compared to
c̄Pv . Also, the average interval for Predictive Maintenance
is 58.1 cycles longer compared to Preventive Maintenance.
Therefore, a drastic cost decrease can be realized by employ-
ing Predictive Maintenance.

The optimal Alarm Trigger T ∗ and the resulting average
costs per cycle c̄Pd strongly depend on the assumption of the

operational buffer β . To demonstrate this influence, β is var-
ied within the interval β = [1,50] for TS1. For each β , the
optimal Alarm Trigger T ∗ and the costs per cycle c̄Pd are de-
termined individually, as described in Chapter 6.1.4.

Table 13 shows that lower operational buffers β result in
lower lower optimal Alarm Triggers and lower costs per cycle.
As shown in Figure 17, the MAE decreases as the engines ap-
proach engine failure. Therefore, a low Alarm Trigger close
to failure is preferred to decrease c̄Pd . If β = 0 were cho-
sen, an Alarm Trigger of T ∗ = 4 would be sufficient, and c̄Pd
would only be 3.2% higher than the Reference Case. Even
with a rather pessimistically constraint of the chosen oper-
ational buffer β = 20 days, Predictive Maintenance outper-
forms Reactive and Preventive Maintenance.

7. Maintenance Framework for a Fleet of Aircraft com-
parison of different maintenance strategies

The cost comparison methodology of the previous chap-
ter shall be applied to a more realistic scenario. Therefore,
a maintenance planning framework to determine and com-
pare the average maintenance costs per cycle c̄ is proposed.
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Figure 20: Graphical representation of the relation of varying cost ratios and c̄Pv and t⋆

Table 11: Varying Cost Ratios

c f /cm cm c f t∗ c̄Pv

2 10 20 160.35 0.07201
5 10 50 135.02 0.08312

10 10 100 119.90 0.09020
20 10 200 114.99 0.09359
30 10 300 112.49 0.09665
40 10 400 109.46 0.09849
60 10 600 104,66 0.10023
75 10 750 104.00 0.10256
100 10 1000 102.37 0.10446

Table 12: Cost comparison results for Predictive Maintenance

Test Set T ∗ c̄Pd Failures Avg. Int. Incr. to Ref. [%]
TS1 41 0.05491 0 189.4 10.0
TS2 54 0.06933 0 162.6 12.1
TS3 51 0.05975 0 183.3 10.6
TS4 64 0.06572 0 173.7 20.6
TS5 57 0.05887 0 195.8 13.7

Average 53 0.06187 0 181.0 13.4

Table 13: Results for varying operational buffers β for Predictive Maintenance

β T ∗ c̄Pd Failures
0 4 0.05153 0
1 6 0.05177 0
5 15 0.05235 0

10 22 0.05293 0
15 28 0.05322 0
20 41 0.05491 0
25 56 0.05911 0
30 67 0.06139 0
50 104 0.06899 0

A fixed maintenance schedule of a fleet of ten aircraft, each
equipped with two engines, serves as the starting point. The
total duration of this schedule is assumed to be ten years

(3650 days). c̄ is determined independently for the three
described maintenance strategies (Reactive, Preventive, and
Predictive), and for the Reference Case to provide a theoret-
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ical lower limit. The five Tests Sets, TS1 to TS5, are again
considered individually.

A previously defined framework (dePater et al., 2022)
that focuses on the comparison of perfect and imperfect RUL
prediction during maintenance scheduling shall serve as the
basis. This framework is modified and extended to incorpo-
rate Preventive and Reactive Maintenance when comparing
costs per cycle. Also, the total conducted maintenance tasks,
the average interval between two consecutive maintenance
tasks, and the total number of engine failures of each strat-
egy are compared.

7.1. Methodology and Assumptions
The proposed framework and integer linear program for

scheduling each maintenance task can be formally described
as follows. Ten aircraft are considered within the framework:

Aircraft k ∈ K; with K = {1,2, 3, . . . , 10}.

Each aircraft k ∈ K is equipped with two engines of the
same type:

Engine l ∈ Lk; with Lk = {1, 2}.

For each aircraft, a time horizon of ten years (3650 days)
is considered:

Day d ∈ D; with D = {1, 2,3, . . . , 3650}.

For simplicity reasons, it is assumed that each day d cor-
responds to one engine cycle. Each aircraft is scheduled to
undergo an A-check within a specified interval. The A-check
slots s ∈ Sk for aircraft k are defined well in advance. Ac-
cording to the “Engine Maintenance Concepts for Financiers”
(dePater et al., 2022; Shannon & Ackert, 2011), A-check slots
are usually determined to be within an interval of 10 . . . 20
days. Those A-check slots for the corresponding aircraft k
are defined as follows:

Slots s ∈ Sk; with Sk =
�

sk1, sk2, . . . , ski , . . . , sk(n−1), skn

	

;

with 10≤
�

ski − s(k(i−1))

�

≤ 20;∀i ∈ n and ∀k ∈ K

n describes the total number of A-checks for each aircraft.
Due to the random intervals between different A-check slots,
n cannot be specified and varies between different aircraft.
For example, A-checks are scheduled on the following days
for aircraft 1, as depicted by the green slots in Figure 21:

S1 = {11, 27,41, . . . , 121,139, . . . , 209,220, 233, . . .}

During each A-check, the aircraft is in the hangar, and
basic maintenance tasks are conducted as defined by the air-
craft manual. Those tasks primarily focus on visually inspect-
ing the aircraft structure, such as flaps, slats, control surfaces,
and breaks. The engines may also be visually inspected for

external damage or leakage, but any in-depth engine inspec-
tion or repair is usually not part of a regular A-check (Depart-
ment for Business Innovation and Skills, 2016). This frame-
work does not consider other, less frequent letter checks, such
as B-, C-, or D-checks. The days on which an A-check for air-
craft k ∈ K occurs are determined in a way that they do not
overlap with the A-checks of other aircraft due to capacity
reasons:

Sk ∩ S(k+1) = 0;∀k ∈ K

During each A-check slot s ∈ Sk, additional engine main-
tenance tasks for one of the engines l ∈ Lk of aircraft k ∈ K
can be scheduled. Since the aircraft is in the hangar dur-
ing this time, selecting an A-check slot to perform additional
engine maintenance is particularly advantageous to reduce
overall maintenance costs and maximize aircraft availability.
To determine during which A-check slot s the engine l of air-
craft k shall be maintained, an Integer Linear Program (ILP)
is proposed. The decision variable xkls is defined as follows:

xkls =

¨

1; if engine l of aircraft k is maintained during slot s
0; else

The target day d target shall specify the cost-optimal cycle
to conduct the additional engine maintenance task. Since
the A-check schedule is defined well in advance, d target may
not coincide with an available A-check slot s ∈ Sk, especially
for Predictive Maintenance. Therefore, a penalty score pkls is
proposed as the objective function. For each day the selected
slot s ∈ Sk is earlier than d target , a penalty of pearly = 1 is
incurred. On the other hand, for each day the selected slot
s ∈ Sk is later than d target , a penalty of plate = 10 is incurred.
The resulting objective function can be described as follows:

pkls = plate
�

s− d target
�

+ pearly
�

d target − s
�

(17)

The penalty score pkls must be minimized to determine
the ideal A-check slot to conduct the additional engine main-
tenance, which results in the following objective:

Min
∑

s∈Sk

pkls · xkls (18)

To determine d target , it must be differentiated between
the individual maintenance strategies:

1. Reference Case: As it was described in the previous
chapter, it is assumed that the RUL of each engine is
known without error. Therefore, d target is always set to
the last cycle before engine failure. Furthermore, the
A-check schedule is adapted in a way that d target always
coincides with an available A-check slot. Again, this
case shall provide a lower cost per cycle limit, which
can only be determined in this hypothetical case and
cannot be replicated in a real scenario due to inevitable
uncertainty.
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2. Reactive Maintenance: No engine maintenance is
conducted before failure, which means the engine al-
ways fails. d target is thus not determined.

3. Preventive Maintenance: For Preventive Mainte-
nance, as described in the previous chapter, an optimal
engine maintenance interval t∗ based on the failure
distribution of the individual Test Set (TS1 to TS5) is
determined. Based on this optimal maintenance inter-
val, each cycle during which engine maintenance must
be conducted is considered as the target day d target .
Since d target can be anticipated in advance for Pre-
ventive Maintenance, it is assumed that this can be
incorporated into the A-check schedule. Therefore, an
A-check slot always coincides with d target , resulting in
a minimal penalty score of pkls = 0.

4. Predictive Maintenance: The RUL is continuously up-
dated during each cycle by the proposed MLP model
described in Chapter 5. As soon as the predicted RUL
falls below the determined threshold T ∗, the opera-
tional buffer β = 20 days is necessary to prepare the re-
quired maintenance task, i.e., order spare parts and en-
sure that the required personnel capacity is available.
This results in the target day d target = T ∗ − β .
As opposed to Preventive Maintenance, d target is de-
termined after the A-checks are scheduled for each
engine. Since re-scheduling an A-check slot on short
notice is generally undesirable due to additional costs,
the slots do not necessarily coincide with the target
day d target . The ideal slot to conduct the engine main-
tenance is therefore determined by minimizing the
penalty score pkls according to eq. 18. Therefore,
d target is not a strict deadline, which would generally
result in an additional, unscheduled maintenance slot
with higher costs, but rather a guideline. If no A-check
slot coincides with d target , scheduling the Maintenance
earlier than d target is preferred to decrease the likeli-
hood of an unexpected failure.

A further capacity constraint is assumed, limiting the ad-
ditional maintenance tasks to one engine per A-check slot.
This constraint can formally be described as:

∑

k∈K

∑

l∈Lk

xkls ≤ 1;∀s ∈ Sk

Also, only one maintenance slot shall be scheduled
for each engine simultaneously. After the additional main-
tenance task is conducted, a new slot can be scheduled for
the following task.

∑

s∈Sk

xkls = 1;∀l ∈ Lk,∀k ∈ K

The 20 engines of the considered test set (TS1 to TS5)
are assigned randomly (with replacement) to each aircraft.

Each engine is assumed to begin in the “as good as new”
state. When an additional engine maintenance task is con-
ducted, the engine deterioration shall be reset to the state “as

good as new”, and a new engine is randomly selected from
the respective TS. The behavior of this new engine (specifi-
cally, how it degrades and its ultimate failure cycle) is then
assigned to the corresponding engine of the aircraft. In a
real scenario, the total engine life and degradation behavior
are characterized by uncertainty. The variability employed
within this framework can be increased by imposing a dif-
ferent engine behavior on each aircraft engine after a main-
tenance task. This can be visualized in Figure 22: The first
engine of aircraft 1 primarily mimics the behavior of engine
12 from TS1. After the first maintenance task is conducted at
cycle 217 on that engine, its behavior is “replaced” by engine
15 of the same TS.

A future extension of this framework could help to deter-
mine the influence of resetting the engine to a varying state
between “as bad as old” and “as good as new”. Also, taking
other forms of letter checks (B, C and D) into account may
be a consideration.

7.2. Results and Discussion for the Maintenance Framework
The described framework shall be applied to the mainte-

nance strategies in the following sections.

7.2.1. Reference Case
The Reference Case is considered first to determine the

lower baseline for c̄ref . Figure 22 depicts the two engines of
Aircraft 1 as an example: the theoretical engine 1 failure is at
cycle 217 (represented by the red line). Therefore, cycle 217
is chosen to perform the engine maintenance task. Table 14
summarizes the results for all five TS. In addition to c̄re f , the
number of conducted maintenance tasks, the failure count
(Failures), and the average interval between two consecutive
engine maintenance tasks (Avg. Int.) are provided.

7.2.2. Reactive Maintenance
On the other hand, as a “worst-case scenario”, Reactive

Maintenance is considered. In Figure 23, Cycle 217 is marked
orange for engine 1 of aircraft 1, meaning failure occurs dur-
ing this cycle. The results in Table 15 show that the average
costs per cycle increase by 874.0% compared to the Refer-
ence Case. The average interval between two maintenance
tasks increases slightly compared to the Reference Case.

7.2.3. Preventive Maintenance
As determined in Chapter 6, the optimal interval varies

between t∗ = 119.9 cycles for TS1 and t∗ = 125.2 cycles for
TS5, with an average of t∗ = 122.9 cycles.

As stated above, the A-check schedule is adapted to the
optimal maintenance interval of the engines, meaning an
available slot s coincides with d target of the engine. There is
only one exception: at the beginning of this schedule at cycle
1, both aircraft engines are in the state “as good as new” and
should ideally undergo the first engine maintenance task af-
ter t∗ = 119 days for TS1. Due to the assumed capacity con-
straint, only one of both engines can be maintained during
this A-check slot. The engine maintenance of the second en-
gine is thus scheduled for the A-check slot with the minimal
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Figure 21: Graphical representation of an exemplary schedule for aircraft 1

Figure 22: Graphical representation of the schedule for the Reference Case, (Aircraft 1, Engines 1 and 2)

Table 14: Maintenance Framework results for the Reference Case

Test Set Total Costs c̄ref Maintenance Tasks Failures Avg. Int.
TS1 3410 0.04832 341 0 206.9
TS2 3880 0.05466 388 0 183.0
TS3 3470 0.04906 347 0 203.8
TS4 3490 0.04934 349 0 202.7
TS5 3170 0.04509 317 0 221.8

Average 3484 0.04929 348.4 0 203.6

Figure 23: Graphical representation of the schedule for Reactive Maintenance, (Aircraft 1, Engines 1 and 2)

Table 15: Maintenance Framework results for Reactive Maintenance

Test Set Total Costs c̄R
Maintenance

Tasks Failures Avg. Int.
c̄R Incr.

to Ref. [%]
TS1 35200 0.48527 0 344 206.1 852.6
TS2 38900 0.55598 0 394 179.9 882.6
TS3 34400 0.49038 0 344 203.9 874.7
TS4 33700 0.48633 0 342 205.6 885.7
TS5 30600 0.44551 0 315 224.5 873.6

Average 34560 0.49269 0 347.8 204,0 874.0

penalty score. This can be graphically represented in Figure
24: The engine maintenance task should optimally be per-
formed at cycle 119. Only one engine, in this case, engine 1,
is maintained during the A-check slot at this cycle; Mainte-
nance for engine 2 of the same aircraft is scheduled for the
A-check slot at cycle 109, which corresponds to the minimal
penalty score pkls.

For the subsequent engine maintenance slots, this overlap
will not occur. The results are provided in Table 16. The
average interval is slightly shorter than the optimal interval
for each Test Set due to the capacity constraint. The average
cost/cycle increase is 83.3% compared to the Reference Case.

7.2.4. Predictive Maintenance
The yellow marks in Figure 25 indicate the cycle at which

the RUL falls below T ∗, e.g., cycle 156 for engine 1. Ideally,
an A-check slot in precisely 20 days would be chosen for air-
craft 1 engine 1, corresponding to engine cycle 176. Since
no A-check is scheduled for this cycle, the other A-checks are
evaluated based on pkls according to eq. 18. The following
three A-checks lots after cycle 156 are scheduled for cycle
162 (pkls = 14 · 1 = 14), cycle 175 (pkls = 1 · 1 = 1), and
cycle 192 (pkls = 16 · 10 = 160). Also, no additional en-
gine maintenance for the second engine is scheduled for ei-
ther of the three A-check slots yet. Therefore, the A-check
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Figure 24: Graphical representation of the schedule for Preventive Maintenance, (Aircraft 1, Engines 1 and 2)

Table 16: Maintenance Framework results for Preventive Maintenance

Test Set t∗ Total Costs c̄Pv
Maintenance

Tasks Failures Avg. Int.
c̄Pv Incr.

to Ref. [%]
TS1 119.9 6250 0.08973 625 0 116.7 85.7
TS2 124.7 6270 0.08961 627 0 122.3 63.9
TS3 120.5 6240 0.09016 624 0 118.1 83.8
TS4 124.3 6260 0.09050 626 0 121.8 83.4
TS5 125.2 6240 0.09169 624 0 122.7 103.4

Average 122.9 6252 0.09034 625.2 0 120.3 83.3

slot with the minimal penalty score pkls = 1 at cycle 175
(marked green) is chosen to conduct the additional engine
maintenance. The results are summarized in Table 17: c̄Pd
is on average 17.3% higher compared to c̄ref , but on average
approximately 36% lower compared to c̄Pv . Also, the average
interval between maintenance tasks is on average 54.4 cycles
longer than for Preventive Maintenance, corresponding to an
increase of around 45%.

7.2.5. Discussion
Summarizing the findings, this maintenance framework

for a fleet of aircraft verifies the results of the cost compar-
ison methodology proposed in Chapter 6. When comparing
all maintenance strategies to the Reference Case in terms of
c̄, Predictive Maintenance outperforms both other strategies
significantly with an average cost increase of approx. 17.3%
(874.0% for Reactive Maintenance and 83.3% for Preventive
Maintenance). As discussed in Section 6.2.4, reducing the
operational buffer can decrease the costs for Predictive Main-
tenance further. Although c̄Pd is significantly lower than c̄Pv ,
safety has not been compromised as no failures occur for both
strategies.

In many industries, Preventive Maintenance is the most
prevalent maintenance strategy. By employing Predictive
Maintenance, c̄ can be reduced by approximately 36.0%.
Also, the average interval between two consecutive main-
tenance tasks can be increased by approximately 45%, thus
maximizing engine availability.

As a further consideration, just as for Preventive Mainte-
nance where the A-check schedule is adapted to the optimal
maintenance interval t∗, similar flexibility could be allowed
for Predictive Maintenance, possibly decreasing c̄Pd even fur-
ther.

8. Conclusion

Maintenance costs are a significant contributor to operat-
ing expenses. Also, a substantial percentage of maintenance

costs are wasted due to unnecessary over-maintenance or im-
properly conducted maintenance. This can be particularly
detrimental in today’s globalized world, because operational
processes must be optimized to be competitive.

This thesis aims to develop a methodology to determine
and compare the average costs per cycle c̄ for Reactive, Pre-
ventive, and Predictive Maintenance, using turbofan jet en-
gine data of the NASA CMAPSS dataset as an example. Com-
pared to previous research, this thesis combines several as-
pects which are usually only considered individually: first,
the most suitable Machine Learning algorithm for this appli-
cation is determined, and a hyperparameter tuning is con-
ducted. Next, the methodology to compare different mainte-
nance strategies is developed, and the average costs per cycle
are compared. Lastly, a framework to apply the methodology
to a realistic maintenance schedule of a fleet of ten aircraft is
discussed.

The results suggest that Predictive Maintenance signif-
icantly outperforms Reactive and Preventive Maintenance
in terms of c̄. When the cost comparison methodology of
Chapter 6 is considered, c̄Pd for Predictive Maintenance is
on average 30.1% lower compared to c̄Pv for Preventive
Maintenance, which is currently the most common strategy.
Furthermore, when considering the described maintenance
framework for a fleet of aircraft as described in Chapter 7,
the costs per cycle for Predictive Maintenance are 36.0%
lower compared to Preventive Maintenance and even 88.3%
lower compared to Reactive Maintenance.

In 2019, global MRO spending for aircraft accumulated
to $91 billion, and by assuming a 36.0% cost decrease, up to
$32 billion could eventually be saved if Preventive Mainte-
nance is replaced by Predictive Maintenance.

In addition to a decrease in MRO expenditure, employing
Predictive Maintenance and monitoring the engine degrada-
tion during operation can reduce the risk of unexpected en-
gine failure and thus increase safety. Also, the interval be-
tween successive maintenance tasks can be increased signif-
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Figure 25: Graphical representation of the schedule for Predictive Maintenance, (Aircraft 1, Engines 1 and 2)

Table 17: Maintenance Framework results for Predictive Maintenance

Test Set T ∗ Total Costs c̄Pd
Maintenance

Tasks Failures Avg. Int.
c̄Pd Incr.

to Ref. [%]
TS1 41 3900 0.05556 390 0 184.2 15.0
TS2 54 4650 0.06400 453 0 156.2 17.1
TS3 51 3980 0.05631 398 0 176.7 14.8
TS4 64 4190 0.05990 419 0 166.8 21.4
TS5 57 3740 0.05334 374 0 188.2 18.3

Average 53.4 4092 0.05782 406.8 0 174.4 17.3

icantly, resulting in higher engine or machine availability.
It must be noted that Predictive Maintenance is the most

complex and costly strategy to implement. A prior analy-
sis if this strategy is suitable for the respective application
is always required. Also, different simplifications are applied
throughout this thesis, such as only considering A-checks and
keeping c f and cm constant, regardless of the remaining en-
gine cycles. The proposed methodology can be extended in
future research to also incorporate other aspects, such as: re-
setting engines to varying degrees between “as good as new”
and “as bad as old”, varying operational buffers and cost as-
sumptions, and different Machine Learning algorithms. Also,
applying this framework to other applications can verify that
the results are independent of the application.

This thesis highlights the necessary steps to determine the
cost-optimal maintenance strategy. Although jet engine data
is considered, this shall only serve as an example that can be
applied to other applications in various industries.
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